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A B S T R A C T   

Many organizations are pursuing the implementation of chatbots to enable automation of service processes. 
However, previous research has highlighted the existence of practical setbacks in the implementation of chatbots 
in corporate environments. To gain practical insights on the issues related to the implementation processes from 
several perspectives and stages of deployment, we conducted semi-structured interviews with developers and 
experts of chatbot development. Using qualitative content analysis and based on a review of literature on human 
computer interaction (HCI), information systems (IS), and chatbots, we present an implementation framework 
that supports the successful deployment of chatbots and discuss the implementation of chatbots through a user- 
oriented lens. The proposed framework contains 101 guiding questions to support chatbot implementation in an 
eight-step process. The questions are structured according to the people, activity, context, and technology 
(PACT) framework. The adapted PACT framework is evaluated through expert interviews and a focus group 
discussion (FGD) and is further applied in a case study. The framework can be seen as a bridge between science 
and practice that serves as a notional structure for practitioners to introduce a chatbot in a structured and user- 
oriented manner.   

1. Introduction 

In recent years, chatbots have become increasingly popular 
(Brandtzaeg and Følstad, 2018; Benner et al., 2021) due to major de-
velopments in machine learning (ML), and natural language processing 
(NLP), which have enabled new forms of chatbots (Seeger et al., 2018). 
The hype surrounding chatbots has led many companies in different 
fields to introduce them to show their technological prowess or to just 
offer a new channel for client interaction. Chatbot consultancies pro-
mote the ease of developing chatbots within a short timeframe (e.g., 
“FAQ Chatbot In a Day”1 and “Learn how to build a Facebook chatbot – in 
just one day!”2), typically focusing on the use of a specific development 
tool rather than the full development process. In this regard, previous 
research has focused primarily on specific aspects of chatbot imple-
mentation, e.g., design elements such as “technical, situational and 
knowledge features” (Janssen et al., 2020, p.213), design principles 

(Lewandowski et al., 2022) and tasks within chatbot introduction 
(Lewandowski et al., 2022; Meyer von Wolff et al., 2022) or specific 
prototypes developed through case studies (Laumer et al., 2019; Seeger 
et al., 2018). 

While chatbots are increasingly being improved, they may be prone 
to functional failure. This has been noted as a concern in research and 
practice as it may lead to a loss of credibility and frustration among users 
(Benner et al., 2021; Brandtzaeg and Følstad, 2018; Janssen et al., 
2021a). One of the main reasons why chatbots currently fail, is that user 
expectations do not match their functionalities (Janssen et al., 2021a). 
In a rapidly changing and increasingly digitized world, where people are 
constantly confronted with new technological changes, a key success 
factor within the design, implementation, and evaluation phases is to 
gain a deep understanding of how people interact with the technology 
being developed (Adam et al., 2021). Zierau et al. (2020) emphasize that 
task context and user characteristics have barely been studied in the 
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chatbot research so far, even though individual studies (e.g., Brandtzaeg 
and Følstad, 2017; Van der Goot et al., 2021) have already focused 
intensively on how users use chatbots. This is despite their impact on 
HCI just as system characteristics and task (Li and Zhang, 2005; Zierau 
et al., 2020). Therefore, not only technical factors, but the (potential) 
users, their activities, and the respective context must also be considered 
during implementation (Adam et al., 2021; Benyon, 2014) which can be 
done by using the PACT framework of Benyon (2005, 2014). A holistic 
framework that provides guiding questions for practitioners and re-
searchers is helpful, as it can ensure a user-, context-, activity, and 
technology-oriented alignment in each step. By putting the user at the 
center, the framework helps practitioners and researchers get an over-
view of the issues that need to be asked during the implementation 
process and to develop chatbots independent of the provider. With the 
objective of developing an artefact in the form of a user-oriented chatbot 
implementation framework containing guiding questions that need to be 
considered during implementation, we aim to address the following 
research question: 

RQ: What questions need to be considered in a user-oriented chatbot 
implementation and how can these questions be structured in an 
implementation framework? 

We apply the HCI design science research steps of Vaishnavi and 

Kuechler (2015) to address the implementation process through a 
user-oriented lens (Adam et al., 2021). We conduct 15 semi-structured 
interviews with practitioners who have already implemented chatbots. 
To gain an understanding of how the chatbot development process takes 
place and to use our findings for describing the most relevant aspects of 
chatbot implementation, we analyze these interviews using a qualitative 
content analysis. Furthermore, we develop an implementation frame-
work containing 101 questions and classify them under the four PACT 
elements of Benyon et al. (2005, 2014). The framework questions, and 
the PACT allocation are evaluated through interviews, a focus group 
discussion (FGD), and a case study demonstration. Our results are dis-
cussed following which, the implications and limitations of the research 
are highlighted. Our paper ends with conclusions and an outlook for 
further research. 

2. Research design and methodology 

2.1. Design science research 

Our research aims to determine the user-oriented conditions that 
should be considered when developing and implementing a chatbot. 
According to Vaishnavi and Kuechler (2015, p. 20), “Design science 

Fig. 1. Research Design based on Vaishnavi and Kuechler (2015).  
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knowledge can be in the form of artifacts — constructs, frameworks, archi-
tectures, design principles, methods, and/or instantiations — and design 
theories.” Frameworks are defined as “real or conceptual guides to serve as 
support or guide” (Vaishnavi and Kuechler, 2015, p. 20). In line with this 
definition, we developed a framework as a human-centered HCI artifact 
in the context of computational design science research (Rai, 2017). In 
HCI, a distinction is made between the three design science research 
(DSR) modes. While the exterior mode focuses on the observational 
analysis of human-computer interactions and user behavior, and gestalt 
mode investigates a balance between IT systems and human behavior 
through a combination of technical and observational studies, in this 
study we focused on interior mode, which is a technical study of an IT 
system’s design that focuses on human-computer interfaces (Adam et al., 
2021). We structured our research project in several phases in accor-
dance of the design science research approach of Vaishnavi and 
Kuechler (2015). The phases and research procedures are illustrated in 
Fig. 1. 

2.2. Problem awareness based on the related literature 

Chatbots are interactive application systems that can conduct a text- 
based conversation about a specific topic with a human while using NLP 
and ML techniques (Diederich et al., 2019a; Følstad et al., 2019a; 
Janssen et al., 2020; Meyer von Wolff et al., 2019b). Given their inter-
active capabilities, chatbots are used in countless private and commer-
cial areas (e.g., education, health, daily life, collaborative work, and 
customer support). Each of which has widely varying requirements that 
are determined by their capabilities and tasks (Følstad et al., 2019a; 
Janssen et al., 2020), making their design all the more important. 

Chatbots are seen as an ideal example of an HCI artefact (Adam et al., 
2021), as the success of the technology lies directly in the interaction 
with the user. But, according to several researchers, chatbots differ 
decisively from other HCI systems in their interaction and intelligence 
capabilities (Maedche et al., 2019; Zierau et al., 2020). They use a 
natural language interface with visual elements, conversational design, 
emotional components (Araujo, 2018; Janssen et al., 2021a; Meyer von 
Wolff et al., 2022) and anthropomorphism features (Gnewuch et al., 
2020). The ability of some chatbots to handoff to a human agent also 
distinguishes them from other IS systems (Janssen et al., 2021). 
Furthermore, the continuous training to understand users’ input to 
provide appropriate information is unique to chatbots, compared to 
other existing frameworks (Meyer von Wolff et al., 2022). 

Nevertheless, the selection of an applicable set of chatbot design 
elements is possible only after a clear delimitation of the context and 
application focus (e.g., business problem). Consequently, the determi-
nation of the preliminary socio-technical conditions for chatbot 
deployment is crucial for deriving design frameworks (Schuetzler et al., 
2021). With regards to this, previous scientific research has largely 
concentrated on identifying chatbot design elements as architectural 
aspects of the human-chatbot interaction regarding distinct application 
domains (Zierau et al., 2020). These design elements constitute the 
“distinctive technical, situational and knowledge features that frame the 
structure of chatbots and act as delimiting factors of the extent to which 
domain-specific chatbots can maintain a human-like interactive communi-
cation process with awareness for and understanding of the discussed topic” 
(Janssen et al., 2020, p. 213). From thereon, researchers developed 
design principles and frameworks to facilitate and support the design 
and deployment of chatbots accordingly (Liu et al., 2017). For example, 
Di Prospero (2017) presented an architecture framework enhancing 
chatbot development, where chatbots are divided into four central 
components: user interface, application core, external services and 
sources, as well as personality processing, without considering 
domain-specific requirements. Gnewuch et al. (2017) used the social 
response theory to derive four design principles and 12 
meta-requirements for steering the development of chatbots in customer 
service. On the other hand, Ma and Ho (2018) presented a “flow-based 

chatbot framework” for deploying five human-chatbot dialogue patterns 
in three different application scenarios. Meanwhile, Meyer Von Wolff 
et al. (2022) developed a structured procedure model for chatbot pro-
jects in companies by focusing on design knowledge from scientific 
literature and their prior experiences. The procedure model includes 41 
tasks within the four steps “planning,” “developing,” “testing,” and 
“operating”. Furthermore, Schuetzler et al. (2021, p. 3) derived three 
guiding implementation questions, (i.e., “should we build a chatbot?”, 
“what technology should we use?”, and “how humanlike should the chatbot 
be?”) based on their experiences in chatbot research and development. 
Regarding the first question, the article is distinct from the other liter-
ature which predominantly sees the chatbot technology as set in stone. 
Lewandowski et al. (2022) identified meta-requirements and design 
principles to manage the lifecycle of chatbots by designing four steps: 
“initiation,” “development and training,” “implementation,” and 
“operation”. Caldarini et al. (2022) gave an overview of chatbot 
implementation methods while distinguishing between rule-based and 
AI-based chatbots. Within their review, they focused on presenting 
appropriate algorithms and datasets that could be useful. In general, 
several articles can be found in the scientific literature, from which clues 
and design steps for chatbot implementation can be derived. However, 
Zierau et al. (2020), after analyzing 107 scientific papers related to 
chatbot design, determined, that task context and user-oriented re-
quirements engineering have been studied little in the chatbot research 
so far, although these components have a fundamental impact on HCI 
(Li and Zhang, 2005; Zierau et al., 2020). To sum it up, several frame-
works exist in terms of chatbot implementation presenting 
meta-requirements, general steps, and central questions, but a holistic 
framework with integrating HCI elements and focusing on the future 
user is still missing. 

In Information Systems (IS), technology implementation has a long 
tradition, beginning with associating an implementation process as a 
bridge between designing and using a technology. However, today, the 
two research strings of technology acceptance and IS success are central 
elements (Lauterbach and Mueller, 2014). Therefore, the researchers 
developed a process framework to adopt technology in the organiza-
tional context by distinguishing between organizational and individual 
level as well as adaption and post-adaptive behavior. Beside general IS 
implementation models, numerous process models exist for specific 
application areas such as game development software engineering for 
which, Aleem et al. (2016) identified 21 elements ordered into the steps 
“pre-production phase,” “production-phase,” and “post-production 
phase”. These models also exist for business intelligence systems, such as 
the lifecycle BI system by Gangadharan and Swami (2004). Even if the 
described stages are very similar in the basic aspects, the descriptions 
may not fit the chatbot’s area of specialization. In the field of HCI, 
diverse user-oriented design frameworks and methods with different 
degrees of user involvement have been employed to inform the devel-
opment of HCI artifacts using collaborative design approaches with 
users as active design partners (e.g., participatory design) or through 
design approaches with users as reactive informers (Salinas et al., 2020; 
Scaife, 1997; Wallisch et al., 2019). These include, for example, the “DIN 
EN ISO 9241-210:2011-01: Human-centered design for interactive sys-
tems” which presents a framework for developing an interactive system, 
the “Natural Conversation Framework for Conversational UX Design” 
focusing on conversational design features for establishing a natural 
conversation (Moore, 2018), and the PACT framework by Benyon et al. 
(2005, 2014) that presents four HCI elements (i.e., people, activities, 
context and technology) which should be considered within 
human-centered design. According to Benyon et al. (2005), “People use 
technologies to undertake activities in contexts.” The quote outlines the 
dependencies of the four elements (people, activities, context, and 
technology), forming interactive systems design structured as a complex 
entity. In other words, PACT is an evaluation framework that assists 
organizations in capturing the requirements for designing interactive 
systems while focusing on people (Benyon, 2005; Liao et al., 2019; 
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Sarbazhosseini et al., 2019). To develop interactive technologies, it is 
essential to comprehend the diversity of the four elements (Benyon, 
2005). Chatbots interact differently from other interactive systems 
(Maedche et al., 2019) which, in turn, is determined by the system, task, 
and context (besides the user) (Zierau et al., 2020). Due to this, PACT 
provides an integrative frame of reference to cover the fundamental 
technical and social HCI elements that must both be taken into account, 
guiding the design of expeditious user-centered chatbots (Seeger et al., 
2021) Nonetheless, a holistic chatbot implementation framework that 
integrates all HCI elements while putting the user at the center of its 
focus is still missing. To address this gap, a 101 questions containing 
user-oriented chatbot implementation framework geared towards 
structuring the decision implementation process around the four 
fundamental HCI elements is hereby developed. 

2.3. Chatbot implementation framework development 

2.3.1. Expert interviews 
To incorporate practical experience into the development of a user- 

oriented chatbot implementation framework, in-depth semi-structured 
expert interviews were conducted with 15 experts. The selection of the 
experts was conducted by a sampling process in which individuals were 
contacted via e-mail and through career-oriented social networking sites 
(LinkedIn and Xing). These experts comprised those who had already 
implemented chatbots or were implementing it, as announced in press 
releases. The company size and employee strength varied from fewer 
than 1,000 employees (n = 5) and up to ones with 650,000 employees 
(n = 10). We conducted in-depth semi-structured expert interviews with 
(i) IT directors, product owners, and IT project managers responsible for 
planning or monitoring the implementation of a chatbot within com-
panies headquartered in Germany as well as (ii) IT executives external to 
chatbot development firms in Germany responsible for or directly 
involved in the development process of a chatbot, such as design engi-
neering and prototyping. All experts had between two and five years of 
experience in the relevant areas. The chatbots that the experts developed 
included both the private user domain (e.g., TV show media chatbot 
(Exp07), chatbot for financial (Exp08) or telecommunication contract 
advices (Exp14)) and the business domain, e.g., product FAQ chatbot in 
automation industry (Exp02). Depending on the availability of the 
interviewed experts, qualitative interviews were conducted either face- 
to-face (n = 4) or via telephone (n = 11). An overview of the interviewed 
experts is provided in Table 1. 

To guide the interview process of collecting qualitative information 
on the approach followed by various companies that undertook chatbot 
implementation, a guideline for semi-structured interviews was devel-
oped first (see A4 interview guide in Appendix). This offered the 
advantage that a predetermined spectrum of questions is asked but with 
a flexible sequence. The guideline questions were open-ended. When 
creating the questionnaire, the wording of the interview questions was 
adapted such that a discussion between the expert and interviewer was 
created (Bogner and Menz, 2009). In addition, main questions were 
created and assigned to these sub-questions (Bogner and Menz, 2009). 
This allowed a main question to be asked first and enabled the inter-
viewee to answer it freely, while the sub-questions could be inserted if 
necessary. The interview guide was sent to the experts in advance 
making a preparation possible. The consent of the interviewees was 
taken before recording the interviews. Interview lengths varied from 
25:38 minutes and 44:36 minutes. All the interviews were conducted in 
German and translated accordingly. They were transcribed verbatim 
and subsequently codified using the MAXQDA software for qualitative 
data analysis. 

The interviews were conducted in two iterations. The first iteration 
took place from July to August 2019. In iteration 1, Exp01 to Exp08 were 
interviewed about their previous experiences with the introduction of 
chatbots. Based on the current literature and the results of the first in-
terviews, a prototype of the PACT implementation framework was 

developed. The second iteration took place from February to March 
2020. In the second iteration, Exp09–15 were interviewed with slightly 
expanded questions from the guide to gain more insights on the PACT 
chatbot implementation framework. While the first two question blocks 
(entrance questions and key questions) remained identical, the ques-
tionnaire for iteration 2 was expanded with evaluation questions (see A4 
interview guide in Appendix). These evaluation questions were initially 
asked within the third block of interviews in iteration 2 to initially 
evaluate the implementation framework. The procedure and results of 
the evaluation section are described in Section 2.4.1. 

2.3.2. Development of a chatbot implementation framework 
To develop a chatbot implementation framework and identify rele-

vant questions based on the expert opinions within the interviews, we 
coded the interview transcripts with the help of a qualitative content 
analysis approach. The coding scheme was developed based on iteration 
1’s transcripts which was subsequently applied in iteration 2’s tran-
scripts. Appendix A1 provides a detailed procedure description and an 
illustrative overview of the category formation. A detailed representa-
tion of the categories formed in each stage is provided in Appendix A2. 
The summarized results of the coding process can be seen in 
Appendix A3. 

In line with the artefact to be developed within this article, we 
grouped the statements of the interviewees under eight sequential 
implementation steps: (I) preliminary considerations (i.e., identification 
of redundant processes along with potential information, computing, 
communication, and/or connectivity technologies that can help to 
optimize them), (II) use case determination (i.e., detection of potential 
use cases within the organization, identification of project stakeholders 
and development of a stakeholder engagement plan), (III) definition of 

Table 1 
Expert Descriptions.   

ID Position Industry sector Number of 
employees 

Interview 
iteration 
1 

Exp01 IT director Insurance provider 12,000 
Exp02 Product owner Automation industry 4,000 
Exp03 IT project 

manager 
Automotive industry 650,000 

Exp04 Chatbot 
developer 

Chatbot developing 
startup/IT consultancy 

5 

Exp05 IT project 
manager 

Banking industry 50,000 

Exp06 Chatbot 
developer 

Chatbot developing 
firm/IT consultancy 

350,000 

Exp07 IT project 
manager 

Media industry 16,000 

Exp08 Product owner Financial consultancy 2,000 
Interview 

iteration 
2 

Exp09 Product owner Transportation industry 135,000 
Exp10 Product 

manager 
Transportation industry 9,600 

Exp11 Head of sales/ 
Business 
development 

Chatbot developing 
firm/IT consultancy 

26 

Exp12 Consultant Chatbot developing 
firm/IT consultancy 

160 

Exp13 Product owner/ 
Consultant 

Healthcare industry 4 

Exp14 Chief marketing 
officer 

Telecommunications 
industry 

65 

Exp15 Product 
manager 

Healthcare industry 1,400 

FGD Exp16 IT project 
manager 

Automation industry 4,000 

Exp17 Digital analytics 
consultant 

Automation industry 4,000 

Exp18 Business driver/ 
Innovation 
project manager 

Automation industry 4,000 

Exp19 IT consultant Automation industry 4,000 

Note: Exp = Expert 
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the chatbot’s characteristics (i.e., determination of the intelligence, 
interaction, and technical features of the chatbot), (IV) dialogue tree 
construction (i.e., process mapping and digitalization of the relevant 
technical documents), (V) prototype development (i.e., development of 
a proof of concept and further enhancement of the dialogue tree through 
training and testing), (VI) acceptance testing (i.e., in-house and target 
group-specific acceptance testing), (VII) performance measurement (i. 
e., determination and monitoring of key performance indicators), and 
(VIII) post-implementation (i.e., chatbot revision). These form the basis 
for the final chatbot implementation framework. Two authors classified 
the identified issues under these eight steps, reformulating them as 
questions wherever necessary. Furthermore, these questions were 
structured within the PACT elements. After conducting iteration 1 as 
well as a literature analysis, 63 (people = 16; activity = 21; context =
11; technology = 17) questions were identified and assigned to each 
element. 36 (people = 8; activity = 5; context = 12; technology = 11) 
questions were further formulated on the basis of the opinions from the 
interviews of iteration 2. The final artefact in form of the implementa-
tion framework contains 101 questions classified into the identified 
eight steps and PACT elements. In addition, the literature was consulted 
for each step to support the interview statements with scientific 
evidence. 

2.4. Framework evaluation 

2.4.1. Expert interviews 
According to the DSR procedure of Vaishnavi and Kuechler (2015), a 

central step is to evaluate the artefact. This was done by conducting 
seven expert interviews (interview iteration 2) and an FGD. The first 
evaluation of the developed PACT framework was conducted using an 
interview guide (see Appendix A4). This evaluation had the objective of 
evaluating the general structure of the framework and took place in the 
second iteration of the interviews with Exp09–15. First, a representative 
excerpt of the framework was sent to the experts (see Appendix A5). The 
experts’ first impressions of the framework were positive. Exp11 and 
Exp15 described the general structure of the framework as “compre-
hensible,” Exp14 stated to be “relatively consistent and constant [looking],” 
while Exp12 said “There are thought-provoking impulses in it, which one 
must definitely be taken along away.” Suggestions for improvement were 
also mentioned in the interview evaluation, which were subsequently 
implemented as described below. With regard to the development of the 
first prototype, the experts pointed out that it is important to rely pri-
marily on a minimum solution and not waste too much time on a design 
that will not be accepted at the end. Instead, an iterative approach 
should be adopted, i.e., gather results after the first “go-live” and modify 
the chatbot accordingly (Exp11, Exp13, Exp14). According to Exp14, 
this is more of a cycle, a “permanent 
build-measure-learn-build-measure-learn-build-measure-learn model,” 
where you can “jump back in [the] four [steps].” Exp11 agreed with this 
and said that “the measurement of added value, [...] is a permanent cycle” 
and that “the dialogue tree construction, [...] alternates with prototype, 
sharpening dialogs, testing, prototype, sharpening dialogs. This always goes in 
this [a] loop until you get to the point where you say, this is what we have 
minimal.” 

Another area that several experts believe should be included in the 
framework is “the legal aspect. Not so relevant for many companies, but 
for us [it] may have become an issue in the meantime due to GDPR 
[General Data Protection Regulation] and Co [...]” (Exp15). This could 
then create the questions “Which data can we use? What do we learn 
about the user?” (Exp12). Based on the EU-GDPR, it is possible “to 
obtain a large amount of data but not to be allowed to do so” (Exp12). 
The latter aspect was added subsequently. From the discussions, it can 
be concluded that issues that are relevant for one company or use case 
are not important for other chatbot implementations. 

2.4.2. Focus group discussion 
After an initial and general evaluation of the framework using expert 

interviews, the revised framework was discussed in an FGD in April 
2020 by following the requirements of Rosemann and Vessey (2008). 
The focus here was on the content analysis of the questions assigned 
under the eight steps (see Appendix A6). Therefore, a difference to the 
interviews is that the participants had the entire and already expanded 
framework available for evaluation and could take more time to famil-
iarize themselves with it. Since Rosemann and Vessey (2008) mandated 
that the participants relevant to the research area must be selected, the 
FGD was conducted with five participants from an industrial company 
who are experienced in chatbot implementation. One participant 
(Exp02) had already taken part in iteration 1. The participants were 
divided into experts with chatbot implementation experience (Exp02, 
Exp16, and Exp17) and IT consultants (Exp18 and Exp19) with experi-
ence in the introduction of other IT tools. Since the chatbot imple-
mentation framework to be evaluated is especially aimed at people who 
want to introduce a chatbot for the first time, Exp18 and Exp19 can 
check how well the framework helps in starting with chatbots and 
chatbot implementations. 

The duration of the FGD was 90 minutes. Four participants took part 
in the discussion on site, while one was connected via Skype. The FGD 
began with a presentation of the implementation framework, a delivery 
of the framework printed on a sheet of paper (see Appendix A5) and a 
worksheet containing a focus group questionnaire (see Appendix A6) to 
familiarize the participants with the research object (Rosemann and 
Vessey, 2008). Each participant was asked to answer questions 
regarding the division into eight steps as well as the listing of relevant 
questions within these steps. The participants were further asked on the 
potential areas for using the framework and on the application of the 
guide for individual chatbot implementation. The focus was placed on 
the comprehensibility, logic, and completeness of the steps. The analysis 
of the FGD was performed by summarizing all the data available in the 
form of field notes and a tape recording (Rosemann and Vessey, 2008). 
One of the recurrent discussion points concerned steps I to IV. These 
steps were initially not comprehensive to all participants. After the first 
considerations (step I “preliminary considerations”), the step II “use 
case” was determined. However, the question of what is counted for the 
use case determination and for the determination of the “chatbot char-
acteristics” in step III was raised. Exp16 specified that the step II “use 
case” should answer the question “What do I want to achieve with the 
chatbot?” He would then be able to define the “characteristics” more 
precisely by asking “What should the chatbot have and what not?”. Step IV 
would then, according to all the experts, focus more on the technical 
implementation of a dialogue tree. Overall, the participants agreed that 
the first four steps should not be combined but considered separately. 
Furthermore, Exp02 believed that a loop in steps II, III, and IV would 
represent the real sequence of these steps. This loop was based on the 
participants’ own experience that the attempt to construct a dialogue 
tree showed that what was planned as an area of application and was 
further elaborated in the third step could not be converted into a dia-
logue (Exp02). From this, it follows that after the fourth step, it may be 
necessary to go back to the third step and see how the properties of the 
chatbot in the application area can be changed in such a way that the 
chatbot can later be realized in dialogue construction. If no profitable 
change can be found within the application area, the area itself will be 
reconsidered (step II) (Exp02). From the expert’s point of view, the 
development is not conducted sequentially from step I to prototype 
development; it may be necessary to go back one or two steps from step 
IV. With regard to the application possibilities and the added value of 
the framework, the experts assumed that the basic structure can make a 
positive contribution to chatbot introduction by helping as a guideline. 

2.5. Case study demonstration 

According to vom Brocke et al. (2020), a DSR artefact should be 
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applied in an appropriate environment. To test the applicability of the 
framework, a single case study was conducted in July and August 2020. 
Here, a chatbot prototype was developed for a car dealership. A chatbot 
developer who was not previously involved in the framework develop-
ment process was introduced to the framework so that one could un-
dertake the development in a structured way. In doing so, the user 
experience was focused on during the development. The chatbot was 
designed for supporting customers in ordering and searching for prod-
ucts. So far, the first six steps of the framework have been completed. 
After a productive use of the chatbot, the added value was determined so 
that the post implementation phase could be run through. 

At the beginning, preliminary considerations took place regarding 
the opportunities and future prospects for the chatbot in the car deal-
ership. The second implementation step dealt with the definition of the 
use case which should generate added value in the car dealership pro-
cess for both the employees and the customers, given that the latter who 
either want to sell or buy a new car should also be supported along the 
process. Since the car dealership for which the chatbot was to be 
developed already conducted some marketing campaigns using Face-
book Messenger, this channel was chosen as a platform for the chatbot. 
Based on this, the important properties and characteristics of the chatbot 
were determined in the third step. These properties and characteristics 
formed the basis for the potential conversation paths to be constructed. 
Here, for example, the decision was made to develop the chatbot in 
German, since Facebook analyses showed that almost all visitors of the 
fan page come from Germany. In a fourth step, it was decided to provide 
the user with answer buttons for the communication, since this allows 
the conversation to proceed in fixed frames with fewer chances for 
comprehensibility issues. Finally, the actual development of the proto-
type took place. 

The user acceptance of the prototype was analyzed with a survey 
among 20 selected users. The survey contained both closed questions, 
which were answered with a 7-point scale, and open questions. It was 
voluntary and anonymous. Around two thirds (65%) of the respondents 
had no previous experience with chatbots. However, they did not rate 
the chatbot very differently either. There was a high level (around 95% 
each) of approval for the clarity, ease of use and the way in which the 
user was addressed. The naturalness of the chatbot was rated lower 
(83%). However, 25% conveyed that they would not use the chatbot 
again, which was justified in the free text fields by a lack of function-
ality. The managing director of the car dealership was also satisfied with 
the result and saw great potential in supporting customers. Further 
development of the chatbot is to be carried out primarily to increase 
customer satisfaction. 

The chatbot developer found the use of the framework useful since it 
structured the design and development of the chatbot and prioritized the 
user experience. He outlined: “The model served as a very good roadmap on 
the steps of the structured approach from preliminary considerations to 

development and evaluation. The adaptation of the PACT framework helped 
into understanding the use case on the related car dealership and to analyze 
each of the four elements for the use of an interaction with a chatbot.” 
However, the developer added that not every technology question was 
applicable in this use case because the chatbot development tool (i.e. 
ManyChat) did not offer technical possibilities concerning interaction 
options every time. In sum, the chatbot developer pointed out: “[The 
model] facilitated the overall implementation steps and served as an over-
view of which aspects impact the user experience.” 

3. Results and analysis 

3.1. PACT-adapted chatbot implementation framework 

To answer our RQ, our final PACT-adapted chatbot implementation 
framework contains eight sequential implementation steps that should 
be performed within chatbot development. These eight steps are 
depicted in Fig. 2. In the following sections, we describe these sequential 
implementation steps from different perspectives of the PACT frame-
work. The final framework with the full list of 101 questions can be seen 
in Table 2 and is also available for download at https://bit.ly/Impleme 
ntation_Framework. The entire list of questions can be inserted by 
practitioners and researchers within chatbot implementation processes. 
In the following, the four elements of the PACT framework will be 
outlined from the perspective of chatbot implementation to show which 
relevant user-related questions should be considered during the imple-
mentation. Thereby, the framework helps understand people’s rationale 
for using a system, the related activities they want to perform with the 
system, the context, and the activities taking place. Through this, we get 
an overview of the functions of the technology (Adamu, 2019). After-
wards, every implementation step will be described. The detailed step 
description may help to get background information from research and 
to find starting points for deeper understanding. A detailed overview of 
the practical and theoretical foundations underlying the PACT-adapted 
implementation framework is provided in Appendix A7. 

3.1.1. People 
People differ physically in terms of appearance, weight, and height, 

as well as psychologically in terms of their personality, preferences, and 
cognitive abilities uttered in their needs, abilities, and mental frame-
works (Benyon, 2005, 2014). This in turn implies a design for groups 
that are most heterogeneous. For this purpose, we identified 24 ques-
tions that should be considered from the “people” element’s point of 
view to better classify the future users of a chatbot. Through this, the 
target groups as well as the ones which need to be addressed should be 
identified. To further comprehend the “people” element, identifying the 
goals, needs, and motivations that lead to the use of the technology can 
be helpful (Benyon, 2014; Johansson et al., 2015). 

Fig. 2. Eight-step Chatbot Implementation Framework.  
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Table 2 
Final Chatbot Implementation Framework with Guiding Questions.  

People (P) Activity (A) Context (C) Technology (T) 

(I) Preliminary considerations  

(IP1) What are business processes in which 
(internal or external) users desire (need) to 
receive more (better) support to improve the 
customer/user value perception? 
(IP2) What type of communication 
technologies do users employ on a regular 
basis? 

(IA1) What are the most repetitive/ 
monotonous activities from users’ 
viewpoint? 
(IA2) What are characteristics of the 
previously identified activities? 
(IA3) What type of activities should be 
handled by a human employee to 
achieve the best outcome for the 
users? 

(IC1) In which area or business 
context do users have most (special) 
difficulties/problems (e.g., customer 
service context)? 
(IC2) In which task fields can a 
chatbot add value to the company? 
(IC3) In which cases can a chatbot 
relieve employees? 
(IC4) Do employees need to be 
trained in handling chatbots? 

(IT1) Considering the value proposition of the 
organization, is a chatbot the appropriate 
technology to improve the customer/user value 
perception (e.g., by overcoming previously 
identified difficulties/problems)?  
(IT2) Which technology concerns should be 

considered (i.e., regulations and ethical and 
security issues)?  

(II) Use case determination 
(IIP1) Who are the end-users (i.e., target 

group)? 
(IIP2) How are the target groups 
segmented? 
(IIP3) What type of communication 
technologies do target groups use on a 
regular basis? 
(IIP4) What would be the end-users’ main 
extrinsic motivation for using a chatbot? 
(IIP5) Which target group segments 
perceive added value in the potential use of 
a chatbot? 
(IIP6) What availability does the target 
groups look for (i.e., 24/7 service chatbot)?  

(IIA1) What are collaborative 
requirements of the activity to be 
digitalized? 
(IIA2) What is the users’ desired 
outcome? 
(IIA3) Do users need (desire) to 
receive additional human support to 
accomplish their activity? (Handover) 
(IIA4) Does the activity require 
historical user information to be 
accomplished? 

(IIC1) On which communication 
platforms is the target group active? 
(IIC2) What is the application 
domain? 
(IIC3) Is the chatbot intended to be 
used for an internal or external 
context? 
(IIC4) Is customer data necessary to 
optimally support the user (i.e., 
login, 2-factor authentication)? 
(IIC5) Which device does the target 
group use (i.e., smartphone or 
tablet)? 
(IIC6) Should the method of 
communication (i.e., e-mail, web 
interface) also attract potential 
customers? 
(IIC7) Where are possible or existing 
touch points with customers? 

(IIT1) How is the data situation (i.e., quality of 
the process/technical documentation)? 
(IIT2) Through which communication channels 
have users been reached so far? 
(IIT3) What type of platform integration is 
needed? 
(IIT4) How does a typical chatbot interface look 
like in the application domain? 
(IIT5) Which server fulfils the requirements 
(cloud or on-premises)? 
(IIT6) In-house development or outsourcing? 
(IIT7) Which provider fulfils the technical 
requirements? 

(III) Definition of chatbot characteristics  

(IIIP1) How many users can be reached 
through the chatbot? 
(IIIP2) Self-evolution: What features should 
the chatbot have to produce the users’ 
desired outcome? 
(IIIP3) To what degree is the behavior of 
using the chatbot self-motivated? 
(IIIP4) Do the users need a tutorial on how 
to use the chatbot? 
(IIP5) How can a chatbot measure user 
satisfaction? 
(IIP6) Is the user experience improved by 
integrating gimmicks? 

(IIIA1) How do the users formulate 
their requests? 
(IIIA2) Is a chatbot-driven or user- 
driven dialogue preferred? 
(IIIA3) What type of objectives do the 
users attempt to meet by using the 
chatbot? 
(IIIA4) Is the intent to use the chatbot 
more goal-oriented or non-goal- 
oriented? 
(IIIA5) How did a typical conversation 
between a customer and an employee 
look like before the chatbot? 
(IIIA6) What should the chatbot be 
able to do? What should the chatbot be 
unable to do for now? (core function) 
(IIIA7) What activities are measurable 
after implementation? 

(IIIC1) In what way (text/speech/ 
video) do users wish to 
communicate? 
(IIIC2) What type of context- 
awareness is needed by the chatbot? 
(IIIC3) How should the chatbot react 
if it cannot respond? 
(IIIC4) Is the explicit emotional 
context of the users handled 
properly? (i.e., stressed or frustrated 
users)  

(IIIT1) Does the company have any already 
existing chat interfaces that can be adapted or 
should the company start from scratch? 
(IIIT2) To what extent is it desired for the 
chatbot to present human-like features (e.g., 
avatar, personality)? 
(IIIT3) Which interfaces to further knowledge 
bases are required to provide the information 
requested by the users? 
(IIIT4) How should the UI look from a users’ 
viewpoint? 
(IIIT5) Are the users’ desired chatbot features 
within the approved company budget? 
(IIIT6) Is the chatbot expected to have good 
speech recognition/NLP? 
(IIIT7) Does the chatbot need an interface for 
pictures? 
(IIIT8) Are any licenses/ permissions for access 
required? 
(IIIT9) Are there any data protection 
restrictions? 
(IIIT10) Does the chatbot need artificial 
intelligence? 

(IV) Dialogue tree construction, content development, training 
(IVP1) In which language specifications do the 

users wish to communicate with? 
(IVP2) What type of characteristics should 
the chatbot’s responses have from the user 
perspective (e.g., long/short answers)? 
(IVP3) Does the target group use multiple 
languages? Should the chatbot work with 
translation tools? 
(IVP4) Do answers include emojis, 
visualizations, and/or text? 
(IVP5) Will it be a B2B or B2C chatbot 
(technical or colloquial)? 

(IVA1) Do the users prefer to use a pre- 
configured selection menu or would 
they prefer to formulate their own 
questions/requests? 
(IVA2) What do sample texts look 
like? 
(IVA3) What answers do users expect? 
(IVA4) Are there previous dialogue 
trees that can be used as a base? 
(IVA5) Do multiple formulations lead 
to the same result? 

(IVC1) Does the chatbot match the 
intended context use and user’s 
perceptions? (Exp15) 
(IVC2) How should the conversation 
start from the user’s perspective for 
it to sound more human-like? 
(IVC3) What chatbot personality 
traits do the users expect? 
(IVC4) How should the chatbot react 
if it is asked something out of context 
(i.e., marriage proposal)? 

(IVT1) Which data are usable? 
(IVT2) Do these data still need to be strongly 
classified? 
(IVT3) Are there enough data or should data be 
purchased? 
(IVT4) How much training does a chatbot need 
to obtain enough data without overloading? 

(continued on next page) 
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3.1.2. Activity 
To learn more about the activities, related purpose, and target of the 

chatbot, we formulated 26 questions. The analysis of the activity 
element involves finding out the intended task the chatbot is used for, 
what is expressed in it, what type of objectives the users attempt to meet 
through using the chatbot, and what answers these users expect. The 
limits of context-specific chatbots are often given both technically and 
financially (Jain et al., 2018). To prevent a gap in user expectations, a 
chatbot must be familiar with all possible plot strands (Gnewuch et al., 
2017; Tavanapour and Bittner, 2018). 

3.1.3. Context 
Activities are always embedded in a context representing the natural 

environment (i.e., where the user is located), indicating that these ele-
ments should be considered together (Benyon, 2005). The 24 
context-related questions take the context of a chatbot’s activity into 
account, allowing us to offer the correct solution depending on the sit-
uation and to minimize the mismatch between a chatbot’s real context 
and the users’ perception of the chatbot’s context (Jain et al., 2018). 
Here, the context refers to the domain (e.g., daily life, work support, 
e-learning) where the chatbot serves specific business tasks or functions 
(Diederich et al., 2019a; Knote et al., 2018); it should be used for in-
ternal or external purposes (Meyer von Wolff et al. 2019b). This de-
termines how users prefer to communicate (e.g., text/speech/video) and 
what their preferred language is. 

3.1.4. Technology 
This term refers to all the hardware and software components in 

interactive systems design that ideally work together to carry out the 
user’s activities (Johansson et al., 2015). The purpose of technology is to 
support different people who carry out different activities in different 
contexts (Benyon, 2005). For this term, we identified 28 technology 
questions. We also incorporated questions from other elements, such as 
whether the chatbot understands the user’s request correctly (Bittner 
et al., 2019; Knote et al., 2018). A chatbot can answer a message satis-
factorily, independent of the message formulation, only if it is able to 
understand the message and analyze the content correctly (Gnewuch 
et al., 2017). 

3.2. PACT-adapted guiding steps 

3.2.1. I: Preliminary considerations 
The first step in the process of implementing a chatbot to digitally 

redesign or integrate internal or external business processes is to identify 
specific business process activities (IP1) within an area or business 
context with potential for optimization from a service-oriented 
perspective. Exp05 pointed out the question (IP1),“In which processes 
can we better support our customers?” This allows an innovative agenda, 
comprising the general problems experienced by an organization, to be 
set (Kee, 2017). The primary step of the chatbot implementation process 
is intricately connected with the digital business strategy defined at the 
organization level. Therefore, the deployment decisions must be aligned 
with it. A digital business strategy is a merger of the IT and business 
strategies that delimits the goal-oriented approach where new digital 
technologies are to be enforced according to the core value proposition 
of the organization (Bharadwaj et al., 2013). Ross et al. (2016) found 
that depending on the organization’s strategic approach, they generally 
conceptualize their digital business strategy either in the form of a 
“digital customer engagement” or “digitized solutions” strategy. The 
strategic goal of the “digital customer engagement” perspective focuses 
on building customer loyalty and trust by reengineering the customer 
experience through the integration of seamless digital interactions, 
omnichannel capabilities, and customer-centered digital platforms. On 
the other hand, “digitized solutions” perspective is centered on the 
digital servitization of products and the reformulation of the value 
proposition of products and services through data and customer ana-
lytics (Ross et al., 2016; Sebastian et al., 2017). Although Sebastian 
et al. (2017) found that a certain degree of synergy exists between both 
strategies, the specific relevance of the potentially applicable informa-
tion, computing, communication, and/or connectivity technologies will 
primarily depend on their capability to generate added value by effec-
tively achieving the chosen digital business strategy. Consequently, the 
organizational adoption of a new technology should only be made when 
a technology constitutes a suitable solution for some of the identified 
issues of the organization’s innovation agenda (Kee, 2017). Therefore, it 
is helpful to ask what kind of communication technologies the end user 
utilizes on a regular basis (IP2). 

To identify uses cases for implementing chatbots, Exp04 recom-
mended to consider IA1, “Are there any redundant processes?” In doing 
so, it would be advisable to identify the characteristics and conditions of 

Table 2 (continued ) 

People (P) Activity (A) Context (C) Technology (T) 

(V) Prototype development 
(VI) Acceptance testing 
(VIP1) Are the expectations of the end-users 

fulfilled in the test phase? 
(VIP2) Do users perceive the chatbot as a 
serious communicator? 

(VIA1) What questions do the users 
have? 
(VIA2) Which questions can the 
chatbot not answer yet?  

(VIT1) From an NLP perspective, does the 
chatbot interact as the users expected? 

(VII) Measuring added value  

(VIIP1) What are the usage criteria for the 
users in the end?/What perceived value does 
the chatbot have to the user? 
(VIIP2) How often do the users leave the 
chatbot or stop writing and why? 

(VIIA1) What is the average duration 
of a chat? 
(VIIA2) How profound is the response 
to the inquiry? 
(VIIA3) How often is the conversation 
surrendered to a human? 

(VIIC1) Does the chatbot accomplish 
its primary task? 

(VIIT1) How often is the chatbot used as an 
offer? 
(VIIT2) Does the chatbot do what it is supposed 
to do? 

(VIII) Post-implementation 
(VIIIP1) Is the target group still reached 

through the chatbot? 
(VIIIA1) Does the chatbot still 
represent the activity requested by the 
users? 
(VIIIA2) Are there any conversational 
flows that led to a failure because the 
flow was not modelled? 

(VIIIC1) Does the context in which 
the chatbot is used still fit the 
chatbot? 
(VIIIC2) Does the chatbot fit the 
company? 
(VIIIC3) Is the chatbot affected by 
legal changes? 

(VIIIT1) How can the answer given by a human 
to a question that the chatbot cannot solve be 
built into the chatbot? 
(VIIIT2) What newfound technologies can be 
included (e.g., updates)?  
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these processes and activities (IA2), as well as whether it would still be 
necessary that a human agent (IA3) performs these activities in the 
future. 

Chatbot technology, depending on the case-specific system design 
and application domains, can contribute at the organizational level by 
accomplishing a digital business strategy oriented on a digital customer 
experience in terms of value creation for the company (IC2) and to solve 
difficulties in the business context previously experienced by the user 
(IC1). Other strategic factors to be considered are both the level of 
chatbot-human integration, i.e., the level of workload that is intended to 
be shifted to the chatbot (Castro et al., 2018; Nili et al., 2019) (IC3). As 
well as the need for trained personnel to provide assistance with com-
plex requests beyond chatbot capabilities (IC4), along with skilled IT 
personnel to train the chatbot (Følstad and Brandtzæg, 2017; Nili et al., 
2019). 

On the technical level, it is critical to question whether chatbot 
technology is appropriate to improve value perception of the user, 
considering the organization’s value proposition (IT1) (Brown and 
Brown, 2019; Kane et al., 2015; Ross et al., 2016). The preliminary 
identification of regulatory, ethical, and security issues related to a po-
tential chatbot implementation (IT2) is also of major strategic impor-
tance because higher user acceptance can also be achieved by enforcing 
standards and regulations that ensure the safety of users (e.g., data se-
curity and privacy) and increase user trust in the chatbot (Laumer et al., 
2019; Nili et al., 2019; Rodríguez Cardona et al., 2019). 

3.2.2. II: Use case determination 
Exp02 recommended asking the question, “Which use case do we 

already see?”. As indicated by Brandtzaeg and Følstad (2018 p. 2), “we 
are currently witnessing a rush of businesses and organizations vying to 
be the first to deploy chatbots in their particular service domain. In this 
early phase of chatbot deployment, chatbot initiatives too often aim for 
poor use-cases, ignoring user needs and user experiences.” On these 
grounds, the second step of the chatbot implementation process con-
centrates on the identification of the personal characteristics of the 
target users (IIP1), such as their demographic segmentation (IIP2), 
technological preferences and habits (IIP3), and motivations for using a 
chatbot (IIP4). In particular, it is important to identify the target groups 
that are most likely to benefit from chatbots (IIP5) and determine their 
expectations concerning service availability (IIP6). The aforementioned 
factors are crucial to the practical success of chatbot implementation 
and should therefore be kept in the foreground during the selection of a 
chatbot use case (De Vries et al., 2018). The results from various 
empirical studies (e.g., Brandtzaeg and Følstad, 2017, 2018; Følstad and 
Brandtzaeg, 2020; Følstad and Skjuve, 2019b; Zamora, 2017) have 
shown that most people use chatbots based on motivational factors in 
the form of gratifications or social and psychological needs. Based on the 
“uses and gratifications theory” as a baseline for research, Brandtzaeg 
and Følstad (2017) identified productivity (i.e., ease, speed, conve-
nience, and information) as the main motivational factor underlying 
chatbot use, followed by other factors, such as entertainment, social 
interaction, and curiosity (IIA2). Similarly, subsequent studies have not 
only reasserted the overriding importance of productivity as a motiva-
tional factor for use but have also identified “effectiveness and effi-
ciency” as the most important productivity aspects from a user’s 
perspective (Brandtzaeg and Følstad, 2018; Følstad and Skjuve, 2019b). 
In this regard, Følstad and Brandtzaeg (2020) emphasized task-oriented 
chatbots. In this light, it is important to consider productivity aspects of 
the user activities to be supported. Based on our findings, such aspects 
may include the collaborative requirements of the activity to be digi-
talized (IIA1), the users desired outcome of their interaction (IIA2), the 
possible need to handover to a human agent to achieve the users’ goals 
(IIA3) and whether the user tasks and activities require knowledge of 
historical user information (IIA4). 

A wide range of tasks in diverse application domains can be per-
formed or supported by chatbots (Følstad et al., 2019a). The term 
application domain embodies “the primary application purpose for which 
the chatbot has been designed” (Janssen et al., 2020 p. 8). A recent sys-
tematic analysis of 103 real-world chatbots identified e-customer ser-
vice, e-commerce, e-learning, finance, daily life, and work and career 
support as the six prevailing chatbot application domains (IIC2). From a 
user-oriented perspective, diverse scientific studies, such as those by 
Zamora (2017), Brandtzaeg and Følstad (2017), Piccolo et al. (2018), 
Rodríguez Cardona et al. (2019), and Følstad and Skjuve (2019a), 
offered insights into the debate over what are the most appropriate tasks 
to be assigned to a chatbot. Through an analysis of 131 user-centered 
scientific publications on chatbot design and an evaluation published 
between 1975 and 2018, Piccolo et al. (2018) identified that the pre-
vious scientific knowledge suggests that chatbots are not only consid-
ered by users to be mostly appropriate for the execution of simple, 
non-risk-related tasks, such as rapid provisioning of information and 
assistance, but also can be useful for handling topics that are personal or 
embarrassing to ask a human agent about. Similarly, Zamora (2017) 
indicated that “common tasks, such as information seeking or other 
administrative needs, are objective and can be fulfilled by a chatbot. Some 
chatbots are also designed to attempt to build relationships between human 
and AI” (Zamora, 2017, p. 254). In this context, customer service is one 
of the most widespread use cases for chatbots, particularly with regard 
to simple text-based chatbots using simple pattern-matching techniques 
(Janssen et al., 2020; Laumer et al., 2019). In addition to information 
retrieval and customer support use cases, through a user survey, Laumer 
et al. (2019) identified a total of seven categories (smart home control, 
goods and services shopping, car and navigation, music and entertain-
ment, work and office, and others, such as support for the elderly) and 
33 sub-categories of chatbot use cases that users perceived as having a 
particular utility, especially for speech-based chatbots using more 
advanced NLP techniques. 

In addition to chatbot use cases for external application, their 
implementation within the enterprise context can lead to productivity 
and efficiency gains as they can help automate work and other organi-
zational processes (Nawaz and Gomes 2019) and digitalize work envi-
ronments (Frommert et al., 2018) (IIC3). However, the scientific 
literature on chatbot use in enterprise contexts is still in its early stages 
(Stöckli et al., 2019). Most chatbot research at the organizational and 
industrial levels has tended to focus on business use and acceptance of 
chatbots for customer engagement (e.g., Castro et al., 2018; Johannsen 
et al., 2018; Nuruzzaman and Hussain, 2018; Rodríguez Cardona et al., 
2019). To address this gap in the customer service context due to trust 
and privacy issues, utilizing a hybrid interaction design where chatbots 
can act as transfer agents between the users and human customer service 
agents has been found to be particularly advisable in complex use cases 
associated with risks (e.g., financial, psychological, and privacy) 
(Piccolo et al., 2018; Rodríguez Cardona et al., 2019). In this regard, 
previously collected customer data may be used for login functions or 
two-factor authentications within the dialogue to optimally support the 
user in a secure manner (IIC4). However, regardless of the selected 
chatbot use case, five organizational capabilities have been identified by 
Tarafdar et al. (2019) as decisive for the implementation of AI-based 
innovations: i) data science competence (i.e., the possession of big 
data and extensive data analytics capabilities) , ii) business domain 
proficiency (i.e., comprehensive business process know-how), iii) en-
terprise architecture expertise (i.e., competence for executing 
technology-driven transformations), iv) an operational IT backbone (i. 
e., adequate levels of existing operational technology, high-quality data 
and IT staff), and v) digital inquisitiveness (i.e., ability to question and 
improve the outcomes of AI algorithms). 

Considering the context in which the target audience is currently 
addressed, it is relevant to identify the communication platforms (IIC1) 
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and the devices (IIC5) that the actual target audiences prefer for this 
purpose and if these communication channels are also appropriate to 
address potential new customers (IIC6). In this direction, it may be 
worthwhile to identify possible already existing touchpoints between 
the company and customers (IIC7) and to identify the platforms and 
technologies through which the company (IIT2) is currently reaching 
the target groups. Questions about which platform is necessary to inte-
grate the chatbot into existing processes belonging to the use case (IIT3) 
and which servers and technologies provide the prerequisites for data 
storage and processing (IIT5) are also aimed in this direction. Based on a 
strategic assessment of the development level of the aforementioned 
organizational capabilities, the implementing organization should 
consider whether an in-house or an outsourced chatbot development 
would be more appropriate (IIT6) and, if outsourcing seems the 
appropriate choice, consider relevant technical requirements to be ful-
filled by the provider (IIT7). Further questions which should be 
answered are how a typical interface should look like (IIT4) and which 
kind of internal data can be used (IIT1). 

3.2.3. III: Definition of chatbot characteristics 
The next step after defining a suitable use case is to determine the set 

of chatbot characteristics needed to ensure that the end-user can achieve 
their desired outcome (IIIP2). As mentioned by Janssen et al. (2020), 
the design decisions related to the vital chatbot characteristics (e.g., 
socio-emotional skills, personality, and anthropomorphic features) must 
be aligned with the domain application, characteristics and preferences 
of the end users, and platform (e.g., social media, website, app, collab-
oration tools) where the chatbot is expected to be utilized. The extensive 
body of literature on chatbot design provides a diverse classification of 
the structures of various design elements (e.g., Braun and Matthes, 2019; 
Janssen et al., 2020; Knote et al., 2018) and chatbot development 
frameworks (e.g., Jain et al., 2018; Power et al., 2019; Suta et al., 2020; 
Wei et al., 2018) that provide potential chatbot implementers with 
archetypal patterns to support chatbot deployment. Knote et al. (2018) 
classified chatbots based on the functionality principles of 
self-evolution, anthropomorphism, multimodality, context-awareness, 
platform integration, and extensibility. According to the former classi-
fication, chatbots can employ self-learning, simple reflex, model-based, 
goal-based, or utility-based self-evolution mechanisms to achieve a 
specific task (IIIP2). The empirical taxonomy paper of Janssen et al. 
(2020, p. 7) defines the afore-mentioned mechanisms of intelligence as 
“the underlying cognitive system design delimiting the technical principles 
under which a chatbot communicates, processes information, and/or selects 
an action or response” and provides a detailed description of their ar-
chitecture in the supplementary material of the article. To navigate this 
wide range of design and characteristic options, it helps to first consider 
the extent to which the user is self-motivated to consult a chatbot (IIIP3) 
(Nguyen and Sidorova, 2018), when and how users are satisfied with the 
content and how this can be measured within the chatbot dialogue 
(IIIP5), as well as to what extent tutorials explaining how to use the 
chatbot (IIIP4) are valuable. Also, it should be discussed how built-in 
gimmicks could make the conversation more interesting and variable 
(IIIP6). To determine to what extent investments in complex features 
are worthwhile, it might also be advisable to consider how many users 
can be reached by the chatbot (IIIP1). 

Several studies, such as that by Rietz et al. (2019), provide additional 
insights into the impact of anthropomorphic and functional chatbot 
design features on the user acceptance of chatbots in enterprise collab-
oration contexts. According to Janssen et al. (2020, p. 8), the chatbot 
collaboration goal “determines whether or not the chatbot helps the user to 
accomplish a common goal or task” (IIIA3), (IIIA4). As a rule, the dia-
logue design of the locus of control to perform a common goal or task 
can be internal (chatbot driven) of external (user driven) (Følstad et al., 
2019a; Knote et al., 2018). Depending on their application purpose and 

interaction design (i.e., user or chatbot-driven locus of control and long 
or short length interactions), Følstad et al. (2019a) proposed a typology 
for four forms of chatbots: i) customer support, ii) content curation, iii) 
personal assistance, and iv) coaching (IIIA3). Here, the locus of control 
of customer support and personal assistant chatbots is commonly 
user-driven, while for content curation and coaching chatbots, it is 
mostly chatbot-driven (IIIA2). From a technological point of view, the 
design of a chatbot-driven dialogue is more complex than a user-driven 
dialogue (Følstad et al., 2019a). Therefore, it is recommendable to 
analyze how a typical analog dialogue between the user and the 
employee is structured in the respective situation (IIIA5) and which core 
topics of this conversation should be taken over by the chatbot in the 
future (IIIA6). This may also be a starting point before finding out how 
users formulate their requests within a human-to-chatbot dialogue 
(IIA1). To be able to determine the added value in the future, it is 
advisable to consider from the start how the success of these activities is 
intended to be measured (IIIA7). 

To enhance chatbot’s user interaction and engagement, the scientific 
literature provides theoretical context and practical procedures that 
help adopt suitable interactive design features, such as anthropomorphic 
elements by which a chatbot is able to simulate unique human and 
mental abilities, (e.g., consciousness, intentionality, and emotions) 
(Feine et al., 2019; Knote et al., 2018; Muresan and Pohl, 2019; Virkar 
et al., 2019; Seeger et al., 2018). For instance, Feine et al. (2019) pro-
vided a configuration system of 48 social cues for chatbots (e.g., degree 
of human-likeness, small talk behavior, gender, age, clothing, ethnicity, 
interaction order), 18 influencing factors, and 192 possible user re-
actions toward them (IIIC4) to guide the decision-making process of 
chatbot developers. However, it is important to consider that the plat-
form selected for chatbot deployment (e.g., Chatfuel, ManyChat, 
Microsoft Bot Builder SDK, Dialogflow, IBM Watson Conversation) and 
the delivery channel platform (e.g., Facebook Messenger, Skype, Tele-
gram, Slack, Microsoft Teams, Amazon Alexa, Cortana, Google Assis-
tant) will delimit the characteristics of the chatbot architectural 
elements and ultimately their feasible set of functionalities (Kostelník 
et al., 2019; Sousa et al., 2019; Suta et al., 2020). Therefore, before 
selecting the appropriate chatbot technology and platform, it is impor-
tant to ask whether the chatbot, e.g., should be able to process text, voice 
or even video input (IIIC1) and to what extent the chatbot also should 
consider the context in which the dialog takes place (IIIC2). Since it is 
not possible to predict with comprehensive reliability what questions 
will be asked, it is also important to consider the form in which the 
chatbot should respond if it is unable to help (IIIC3). Kostelník et al. 
(2019) distinguished between two types of chatbot platforms: 
one-purpose only chatbot platforms (also referred to as What You See Is 
What You Get “WYSIWYG” platforms or high-level chatbot platforms) 
and all-purpose chatbot platforms. The first type (e.g., Chatfuel, Many-
Chat) is broadly a cloud computing platform that applies keyword 
matching, pre-trained datasets, and pre-defined templates to deploy 
chatbots, while the second type (e.g., Dialogflow, IBM Watson Conver-
sation, Microsoft Bot Builder SDK) is an AI platform that enables users to 
utilize additional capabilities (e.g., image recognition, NLP analysis) 
through the integration of application programing interfaces (APIs) and 
the use of pre-built client libraries in multiple programing languages, 
such as Python and JavaScript (Kostelník et al., 2019). Based on their 
characteristics, one-purpose only chatbot platforms are the most 
appropriate solution for use cases on a limited budget or for imple-
mentation teams with limited technical skills. Conversely, all-purpose 
chatbot platforms are appropriate for complex use cases that require a 
higher level of NLP maturity, API options, and additional chatbot ca-
pabilities (IIIT5). In terms of the features offered by the different plat-
forms, such as the ability to behave in a human-like manner (IIIT2), the 
use of artificial intelligence (IIIT10), or the ability to upload images 
(IIIT7), differences can be observed among chatbot platforms (Knote 
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et al., 2018). Suta et al. (2020) identified the features (i.e., text mes-
sages, carousels, buttons, quick reply, web view, group chatbot, list, 
audio, video, GIF, image, and document/file) provided by the messaging 
platforms of Facebook, Skype, Slack, Telegram, Microsoft Teams, and 
Viber. The results of their research showed that Facebook, Telegram, 
and Skype were the messaging platforms that enable the integration of 
all the analyzed features into the chatbot architecture to a larger extent. 
In the context of selecting the appropriate platform, it should also be 
asked whether the company may already have an interface, such as a 
Facebook profile, which can be adapted and expanded (IIIT1), whether 
data protection restrictions apply on this platform (IIIT9), and whether 
licenses must be acquired to operate on the platform (IIIT8). According 
to Jain et al. (2018), chatbot users prefer to interact with a user interface 
(IIIT4) that may offer various design configurations and features such as 
a summary of the main functionalities of the chatbot, a horizontally 
scrolling carousel to view lists of options, and auto-suggestion buttons. 
Further, the functionality of speech recognition within a dialogue is also 
needed for some chatbot use cases (IIIT6) (Diederich et al., 2019b; 
Erekata et al., 2020). The information used by the chatbot to retrieve the 
response can come from structured, semi-structured, or unstructured 
data sources (IIIT3) (Di Prospero et al., 2017; Knote et al., 2018; Suta 
et al., 2020). 

3.2.4. IV: Dialogue tree construction, content development, training 
In step IV, dialogue trees are constructed, the content is elaborated, 

and trainings are conducted. Dialogue training data can be applied to 
train an adaptive dialogue flow (Tavanapour and Bittner, 2018). As 
described in the previous steps, the focus should always remain on the 
user, and the linguistic properties and wording that the user uses (IVP1), 
the need of having conversations in multiple languages (IVP3), as well 
as the type of response characteristics (IVP2) or visualizations (IVP4) 
should be considered. The circumstance of whether the context is B2B or 
B2C can also have an influence on the type of dialogue (IVP5) (Janssen 
et al., 2021b). The application area can also determine whether users 
prefer to select from a preconfigured selection menu or whether they 
prefer to write their issues directly in a free text field (IAV1). Ideally, 
communications from the company (e.g., emails or human-to-human 
chats) or dialogues from the industry sector are used to adopt dia-
logue trees (IVA4) and previously used phrases as well as to build up a 
suitable vocabulary (IVA3). In this regard, Exp06 formulated the 
questions: “Are the existing data usable? And do they still need to be strongly 
classified?” The data already available can serve as a basis for the cre-
ation of sample texts (IVA2), which allow verification that different 
formulations lead to the same result (IVA5). 

In addition, publicly accessible training dialogue datasets containing 
a collection of sample conversations labeled with the corresponding 
entities and intents can also be utilized (Tavanapour and Bittner, 2018). 
Therefore, it should be considered whether sufficient data is available 
and usable (IVT1) or should be purchased (IVT3) to ensure that 
different formulations of the classification lead to the same result and to 
what extent the chatbot must be trained to answer various questions 
(IVT4). These external data can also be especially helpful when 
answering questions that do not fit the actual context of the chatbot. 
These must also be classified accordingly (IVT2). The natural speech 
recognition unit constitutes the main element for understanding the user 
input within the conversational system, classifying the user’s intention 
and extracting the intended and desired settings of that intention 
(Bashir et al., 2018). Many techniques have been used for text classifi-
cation in recent years, such as convolutional neural networks (CNN) 
(Bashir et al., 2018). Bashir et al. (2018) also worked with neural net-
works that use numerical values to classify texts. According on this, 
Zschech et al. (2020) conducted a comprehensive technical investiga-
tion and evaluation of multiple word processing and classification pro-
cess pipelines to create a system design artifact for selecting data mining 

methods for text-based intelligent assistance systems. Loisel et al. (2009) 
described a procedure of data collection and processing to create a 
dialogue system by recording real conversations and analyzing the 
content of the dialogues by dividing them into sub-dialogues directly 
related to a task. Girol et al. (2008) used a classification procedure for 
user input that considered the complete course of the dialogue to select 
the system response. A language understanding module within a dia-
logue system comprises an intent classifier (classifies the user’s in-
tentions to guide the chatbot to the appropriate answer) and an entity 
extractor (extracts the main tags from the commands by assigning a 
label to each word in the sentence to identify its role) (Bashir et al., 
2018). 

Typically, the conversation starts with a greeting, which can be 
initiated by the chatbot or the user, e.g., by saying “Hello.” However, the 
way this opening should be designed depends on the application area 
and target group, which is why the user perspective should be consid-
ered here. The dialogue ends with the chatbot saying, e.g., “Goodbye” 
(Tavanapour and Bittner, 2018). Depending on the greeting style, the 
chatbot can appear more human-like (IVC2) as well as convey certain 
personality traits (IVC3). Replying to questions that are outside of a 
chatbot’s actual area of use, such as a marriage proposal or a request to 
tell a joke, can also convey a certain personality and make the chatbot 
seem more human (IVC4). To enable the user to assess what the chatbot 
can be used for, the chatbot introduces itself before describing the task 
and process (Tavanapour and Bittner, 2018) (IVC1). Attention should 
also be paid to checking whether the chatbot communicates and ad-
vertises its functionalities to the user (Jain et al., 2018) because if the 
user is not aware of them, they will probably not be used. 

3.2.5. V: Prototype development 
In this step, the prototype is developed based on the decisions made 

in the previous steps. As mentioned in step III, chatbot engineers can use 
a variety of deployment platforms to design, program, and host a chat-
bot (Diederich et al., 2019b; Feine et al., 2019; Tavanapour and Bittner, 
2018). The suitability of these platforms for prototyping a specific 
chatbot depends on various factors and requirements, such as the 
context, supported language, preferred hosting, and pricing model 
(Diederich et al., 2019b). If the chatbot is primarily based on rules that 
perform a simple pattern matching, a platform like ChatbotsBuilder 
would suffice (Diederich et al., 2019b; Feine et al., 2019). If the chatbot 
has to improve through self-learning while communicating with the 
user, Twyla would be more suitable (Diederich et al., 2019b). Platforms 
also differ according to the way developers make chatbots. There are 
platforms where chatbots are programed by writing code (e.g., wit.ai); 
other providers allow the modeling of user conversations using flow-
charts (e.g., ManyChat and IBM Watson Assistant). In addition, the ne-
cessity of a preconfigured interface or an API, that allows the chatbot to 
access existing applications or web services during a conversation, such 
as a CRM system or a database, determines which chatbot platform 
provider is the most suitable (Diederich et al., 2019b; Meyer von Wolff 
et al., 2019a). A distinction can be made between different types of 
prototypes. Usually, functional chatbots are built in this step and eval-
uated in the following steps. However, some researchers have reported 
the development of a WoO (Wizard of Oz) as the first prototype (Bittner 
and Shoury, 2019; Sjöström et al., 2019; Tavanapour and Bittner, 2018). 
In this case, a chatbot interface is merely developed so that a respondent 
is assumed to communicate with an interactive system, although the 
reactions of the system are in reality generated by a human (Bittner and 
Shoury, 2019). Since this step focuses solely on prototype development 
of the requirements specified in previous steps through various ques-
tions, this step does not contain any questions of its own. 

3.2.6. VI: Acceptance testing 
Acceptance testing includes an evaluation and assessment that 
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considers future users. Thus, it is suitable to invite, e.g., between five 
(Feine et al., 2019) and 15 (Jain et al., 2018; Krisnawati et al., 2018) or 
40 (Hobert, 2019) test users who will be asked to have a dialogue with 
the chatbot. The limited number of participants will help to provide 
quality feedback to evaluate the chatbot in terms of acceptance and 
satisfaction (Ghose and Barua, 2013; Krisnawati et al., 2018). Moreover, 
according to Exp03, an acceptance testing is needed to answer the 
question, “What are the customers’ expectations for testing and are the 
expectations met?” This acceptance testing can be divided into two 
phases: an exploratory analysis and a task scenario analysis. In the 
exploratory phase, the test users should be asked to start a dialogue with 
the chatbot. Hereby, the participants should state their first general 
impression and overall opinion concerning the prototype (Hobert, 
2019). Based on the first impressions, questions VIA1 and VIA2 can be 
answered. After introducing the test users to the context and purpose of 
the chatbot, providing them with a task scenario by defining concrete 
targets or achievements that they should find complete using a 
chatbot-user conversation (Hobert, 2019; Krisnawati et al., 2018) is 
helpful. This helps find out which phrases and formulations users enter 
to achieve a certain goal (VIA1) and if the chatbot can already answer 
the sentences in a satisfactory way (VIA2). Any areas where the chatbot 
has room for improvement from a natural language processing 
perspective can also be identified through this activity within the 
acceptance testing step (VIT1) (Bittner et al., 2019; Knote et al., 2018). 
These phrases should then be used as training data so that the chatbot 
can respond more flexibly to similar utterances and questions (Tava-
napour and Bittner, 2018). 

Regarding the question VIP1, it should be verified whether the user’s 
expectations of the chatbot are fulfilled. This is a fundamental question 
that depends on whether users see an added value in the consultation 
and whether they will decide to use the chatbot again in the future. It 
helps to give each test user a list of topics based on which, they ask the 
chatbot a specific number of questions. The answers from the chatbot 
are then classified by the test user into “satisfactory” and “unsatisfac-
tory”, representing how appropriate and accurate the chatbot responses 
are to the query asked by the user (Ghose and Barua, 2013). If a large 
number of test users exist, a quantitative 5-point Likert scale question-
naire can be used to test functional aspects, such as usefulness, form 
aspects, such as ease of use (Davis et al., 1989; Hobert, 2019). Jain et al. 
(2018) observed that users blamed themselves when chatbots did not 
perform their expected task or did not behave as expected, which was 
attributed to Norman’s theory of “human error.” To prevent frustration 
and a negative impression, this should be circumvented. 

Ideally, a chatbot should have an apparent and consistent personality 
appropriate to its field of application, which may be expressed, for 
instance, in initial small talk (“Good morning, how are you?”), in 
appreciative farewells (“have a great day”) or humorous replies (Jain 
et al., 2018). However, the perception of a chatbot’s personality is 
highly dependent on its application area, which is why it is vital to 
consider whether the user perceives it as a serious conversational part-
ner (VIP2). In addition, the average character length can be analyzed to 
determine how users communicate and how long the responses of the 
chatbot should be (Jain et al., 2018). Based on the valuable feedback of 
the participants within the acceptance testing, the prototype should be 
revised before conducting another acceptance test (Hobert, 2019). 

3.2.7. VII: Measuring added value 
After a chatbot has been implemented and released, its performance 

should be measured by tracking the human–chatbot interactions 
(Przegalinska et al., 2019). To assess whether a chatbot is successful, 
evaluation metrics should be applied to quantify system performance 
(Krisnawati et al., 2018; Przegalinska et al., 2019). To do that, Exp06 
noted that it is important to answer the question, “In the end, what are the 

success criteria for the chatbot user?” In the scientific community, trusting 
a chatbot is mainly related to the users’ perception of its knowledge and 
expertise (Przegalinska et al., 2019). From a user perspective, the target 
of the chatbot is to maximize user satisfaction (Krisnawati et al., 2018). 
To measure user satisfaction and the perceived value, user tests can be 
conducted, as described in step VI (VIIP1). In addition, this is deter-
mined by performance measurement using metrics such as the bounce 
rate (VIIP2) and the reasons behind leaving the chat or the stop of 
writing. From an information gathering perspective, the system is 
evaluated by measuring, e.g., recall, and F-score (Krisnawati et al., 
2018). In this regard, a central question formulated by Exp04 is “How 
fast is the user’s request answered?” The quantitative evaluation of system 
performance can be done by dialogue-based metrics, such as the average 
conversation duration (VIIA1). The number of turns is defined as the 
number of messages exchanged between the user and the chatbot within 
a dialogue (Jain et al., 2018). To determine how profound the responses 
to the inquiry are (VIIA2) and how effectively the chatbot engages with 
the user, the average number of turns necessary for each concept to be 
understood by the chatbot must be estimated (Jain et al., 2018; Kris-
nawati et al., 2018). Further indicators include the word error rate 
(WER), sentence error rate (SER), and task completion rate (TCR) (Glass 
et al., 2000; Jain et al., 2018; Krisnawati et al., 2018). Analyzing how 
often the chat was continued by a human employee due to the chatbot 
having reached its boundaries also helps to analyze how pronounced the 
added value of the chatbot is in operational use (VIIA3). 

Monitoring the content of real-world human-chatbot conversations 
helps obtain valuable contextual insights when communicating with the 
chatbot, such as why they visited the website and what they were 
looking for and does the chatbot accomplish its primary task (VIIC1). 
This, in turn, can help the organization to update the chatbot and revise 
its marketing strategies and sales channels according to the user’s needs. 
From the technological perspective, it is useful to ask how often the 
chatbot is used at all and preferred over other technologies offered 
(VIIT1) as well as whether the chatbot does what it promises with its 
functionalities (VIIT2) (Jain et al., 2018). 

3.2.8. VIII: Post-implementation 
The last step refers to the phase after the go-live. The crucial question 

here is whether the target group is still reached by the chatbot (VIIIP1). 
Therefore, constantly checking whether the chatbot fulfills the func-
tionalities and abilities expected by the user is crucial (VIIIA1) (Jain 
et al., 2018). These checks include questioning whether there are 
conversational flows that have been proven to be faulty or incomplete 
(VIIIA2). This can also be an indication that the context in which the 
chatbot is being consulted may have changed (VIIIC1). The expected 
functionalities can change constantly because users may expect a 
particular chatbot to give them the positive experience they experienced 
in other chatbot environments. Therefore, it is important to critically 
question, if the chatbot still fits the company (VIIIC2). During the 
interview, Exp01 formulated the question, “Does the context in which the 
chatbot is used still fit the chatbot?” If not, the dialogues, expertise, and 
answers of service employees to customers’ questions must be trans-
ferred to the chatbot to ensure its relevancy and efficiency. 

For upcoming technologies, trends, and innovations (e.g., in AI), 
customer data processing should also be considered. Moreover, regula-
tions and legislation on data protection which has evolved over the 
years, must also be considered (VIIIC3). One such example is the Gen-
eral Data Protection Regulation (GDPR), which addresses the export of 
personal data outside the European Union (EU). To provide the user with 
the most personalized experience possible, many chatbots rely on the 
collection and processing of personal information, such as customer 
number or name. While this can be partially circumvented by login 
mechanisms on websites, it can be challenging when non-customer data 
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on public insurance sites, e.g., is relied upon (Koetter et al., 2019). The 
EU-GDPR also applies to chatbot applications, so the regulations must be 
fully complied with as soon as the personal data are collected and pro-
cessed (Nuseibeh, 2018). In this context, it is crucial to communicate 
clear guidelines and agreements on data storage and use at the very 
beginning of the conversation and to obtain the consent of the chatbot 
users (Nuseibeh, 2018). Chatbot services should be capable of demon-
strating that there are appropriate technical and administrative mea-
sures that tackle data breaches in the form of user data or conversation 
protocols (Nuseibeh, 2018). As described in step I, the purpose of the 
chatbot is ideally directly related to the digital business strategy. Since 
an organization’s strategic approach can change over time (Kee, 2017), 
a chatbot’s purpose should be regularly aligned with the changing 
business strategies. In this regard, it becomes important to also have new 
technologies and features in mind that can potentially be incorporated 
(VIIIT2) to e.g., expand the vocabulary and glossary of the chatbot 
(VIIIT1). 

4. Discussion 

4.1. Contributions and implications for research and practice 

We pursued a design science research-oriented HCI approach and 
developed a user-oriented framework that helps to implement chatbots 
using a set of 101 guiding questions. We focused on the interior mode of 
an IT system design (Adam et al., 2021) and presented a framework for 
developing efficient chatbots by considering aspects of the intended 
end-user, activities, context, and technology. With explicit focus on the 
four user-oriented PACT elements, including the context of the chatbot 
and the user (people), we attempt to close the research gap pertaining to 
task context and user characteristics, as highlighted first by Zierau et al. 
(2020). According to Zierau et al. (2020), the interaction between a 
chatbot and a user is formed by the characteristics of the system, user, 
task, and context but concluded that task context as well as user char-
acteristics were hardly considered in previous literature, except as being 
a control variable, in which they see major research gaps that have a 
great impact on both chatbot design and user behavior (Zierau et al., 
2020). The connection between the four PACT elements and their 
data-driven questions (Table 2) shows how many mutually dependent 
factors must be considered during the implementation process to miti-
gate the risk of implementation failure. 

From considering the current research, it became clear that a gen-
eral, user-oriented chatbot implementation framework which lists the 
entire decision-making process independent of the field of application, 
rarely exist in the scientific literature. This despite the fact that practi-
cally oriented introduction models are available in the field of HCI. An 
exception to this is the structured procedure model by Meyer Von Wolff 
et al. (2022) which sequentially showed and described the development 
of a chatbot through 41 tasks. However, besides the aspect on focusing 
specifically on the user, their context, and the activity as described 
previously, our model differs from previous research in that, we provide 
a loose question collection instead of providing fixed sequential tasks. By 
doing this, this list of questions allows flexibility and broad applicability 
for its users. The questions can be used as a reminder whether every-
thing has been considered or, for example, can also be used in chatbot 
implementation workshops to serve as impulses and a basis for discus-
sion. Moreover, we focused specifically on the user, their context, and 
the activity. 

When considering implementation models from other domains in IS 
and HCI, it has been frequently noted that while the steps (in general) 
are present in the chatbot introduction, they are absent in the descrip-
tion. This is quite concerning as it can hinder chatbot development. One 
example is “DIN EN ISO 9241-210:2011-01: Human-centered design for 

interactive systems”, which presents a framework on how to develop 
highly usable human-centered systems and products. Although the basic 
characteristics and steps of this model are very close to those of our 
developed framework (e.g., “understand and specify the context of use” 
and “produce design solutions to meet user requirements” [DIN EN ISO 
9241-210:2011-01]), our developed framework differs from other IS 
and HCI-based models as it was especially designed for chatbots. These 
chatbot specialties can be observed, for example, in step IV which is not 
relevant for other interactive systems as well as within individual 
questions (e.g., IIIC2; VIA2; VIT1). In addition, although the steps are 
intended to provide structure and orientation, the added value lies in the 
listing of questions within the steps for the development of text-based 
and domain-specific chatbots. Several questions focus on the interac-
tion and intelligence capabilities which differentiate chatbots from other 
HCI technologies. This can be observed in the questions as to what 
extent the chatbot should show human-like features (IIIT2) (Knote et al., 
2018; Exp12), if the answers should include emojis (IVP4) (Exp12; 
Exp14) as well as what personality traits do the users expect (IVC3), 
(Jain et al., 2018; Exp 11). 

However, not all the questions presented are necessarily relevant for 
every chatbot development project and the involved stakeholders. 
Rather, the purpose is to provide a broad spectrum of potentially 
important questions to maintain an overview throughout the entire 
process. The framework can be seen as a bridge between science and 
practice, where both sides benefit from the extensive list. For research, 
we present “a big picture” (Vaishnavi and Kuechler, 2015, p. 205) about 
issues currently addressed in research and practice with identifying 
several gaps for future research. 

For practice, we see our contribution by offering project stakeholders 
a certain independence with our guiding questions so that they can focus 
on the future user instead of looking at what the chatbot platform pro-
vider offers. It reveals many issues that are highly relevant in practice 
but have rarely been considered in academia. Even though most of the 
steps are mentioned by both researchers in literature and practitioners in 
interviews, it is noticeable that step I, in particular, is almost exclusively 
addressed by the practitioners. While the chatbot literature is more 
concerned with its development, e.g., (IIIA4), (Ghose and Barua, 2013) 
or specific design aspects, e.g., (IIIP2), (Virkar et al., 2019), the practi-
tioners emphasize the need to take a step back and consider where a 
chatbot actually makes sense, e.g., (IA3, IT1). This highlights the need to 
first question whether a chatbot is the appropriate communication tool 
before starting with the development. A chatbot, no matter how well 
designed, is superfluous if the use case does not fit because of the user 
not utilizing it (Schuetzler et al., 2021). With the questions in step I, we 
provide a basis for researchers reconsidering the preliminary consider-
ations to find clues for future research, e.g., comparison of different 
communication tools with chatbots. Furthermore, the interviews have 
shown that practitioners are often very focused on their own use cases 
and their environment. Here the summarized results of literature and 
practice within our framework ensure decisions are made based on 
scientific studies and draw attention to design considerations, which 
otherwise would not have been considered at all. Moreover, by 
providing the sources, it gives starting points for practical purposes, 
especially to read deeper into individual topics. From a research point of 
view, the use case determination is more descriptive which has not been 
in the research focus so far. 

4.2. Limitations and research directions 

Our theoretical and practical contributions as well as limitations give 
rise to 11 research directions (RD), which can be addressed by HCI and 
IS researchers in the future. To identify the relevant questions involved 
in chatbot design and deployment, our focus was on involving 19 
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experts. Even though we also considered the literature on chatbot 
implementation, a fully comprehensive and structured review was not 
conducted. When interviewing the experts, we reached a saturation 
point. Even though the goal was to get insights from as many deploy-
ment areas as possible, we might have missed out certain questions due 
to our focus on introducing chatbots with a holistic perspective. Besides 
this, future research could also focus on each of the eight steps identified 
in this work (RD1). 

The collection gives future researchers the opportunity to identify 
thematic areas that receive broad attention in practice but are rarely 
addressed in research (RD2). They can use the eight identified steps as 
well as the questions as a basis to develop design principles (RD3). 
Another example is the post-implementation step. Through the in-
terviews, we learned that post-implementation is just as essential as the 
implementation steps for a chatbot’s long-term success. This is crucial to 
ensure that chatbots evolve according to the needs of their users. 
Nevertheless, the scientific literature often focuses on chatbot intro-
duction, ignoring the post-implementation phases. Our research makes a 
first contribution to this, which can be expanded in the future. The re-
sults of the interviews reflect the subjective opinions of the interviewees 
and, therefore, may be self-biased. To generalize the individual experi-
ences of the interviewees, we consolidated the results with the scientific 
literature. Future research could focus on assessing each step as well as 
its questions which could be represented by color coding (RD3). This 
would make it more visible and measurable for future research and 
practice. We have assigned the identified questions to the four PACT 
elements according to Benyon (2005, 2014). Even if these questions 
have different perspectives, as described in Section 3.1, it may be 
possible that certain questions can also be assigned to one of the other 
elements or other steps. For the sake of clarity, we have decided to assign 
the questions to the element that fits best, which we then had confirmed 
in the evaluation. 

In this article, the focus was to find out which issues should be 
considered when implementing chatbots. Even though this analysis was 
carried out in a user-centric manner based on the four PACT elements, 
chatbot end-users were not surveyed as part of this study. The reason is 
that while they can give feedback on the performance of the chatbot, 
they will not be able to exactly explain how chatbot developers can 
make the necessary changes so as to ensure better performance. In the 
future, it may be useful to draw conclusions about the relevance and 
correctness of the questions based on the decisions made in the devel-
opment process (RD4). 

Although we have applied three-stage evaluation process, we can 
only partially generalize the success of using the framework within 
chatbot development. While all questions of the respective levels were 
discussed in the FGD, within the expert interviews, we concentrated on 
an excerpt due to a more conceptual focus in the evaluation interviews 
(see framework excerpt in Appendix A5). It is possible that the randomly 
selected questions may distort the overall impression of the framework. 
However, since the focus was on questions about the general framework 
(see interview guide, Appendix A4) and the questions in the framework 
were only for illustration purposes, this can be relativized. In this regard, 
the study’s scope is limited as well; it only illustrates how a concrete 
application of the developed framework can look like in practice and 
how it can enhance the user acceptance towards chatbots. Future 
research needs to deeply investigate how the presented framework in-
fluences this acceptance. While the case study suggests a positive in-
fluence, a larger study could expound on its practical efficiency (RD5). 
Therefore, it would be useful in the future for different chatbot 

development teams to apply this framework in analyzing their practical 
application as done within the case study demonstration (see Section 
2.5) (RD6). In this context, discovering and evaluating additional 
methods is necessary, such as workshops, exercises, questionnaires, or 
experiments, which could be used to apply the framework in organiza-
tional settings (RD7). 

Our questions also provide a basis for the future development of 
critical success factors (Williams and Ramaprasad, 1996). Further 
research could focus on the question of how crucial the presented 
questions are for the success of an implementation (RD8). Here, certain 
platforms for the realization of a chatbot can make an adjustment 
necessary for part of the questions; for example, the choice of platform 
can determine the possible communication channels. To develop the 
PACT framework, we interviewed different stakeholders, such as chat-
bot developers, IT project managers, and product owners, who had 
already been involved in a chatbot implementation process. It became 
apparent that the participants had different perspectives depending on 
their area of responsibility. Further research can systematically examine 
the role of these stakeholders at different steps of the process and 
broaden our questions by specifically considering each stakeholder 
(RD9). This would allow us to formulate further stakeholder-related 
questions to obtain a holistic view of the implementation. The chatbot 
environment has evolved dramatically through developments in areas 
such as NLP and AI, and it will continue to evolve at least as rapidly in 
the future. Hence, the framework should be regularly reviewed and 
updated (RD10). Within this study, we focused on text-based and 
domain-specific chatbots. Future research could focus on how these 
questions and stages can be applied to the speech-based virtual assistant 
context (RD11). 

5. Conclusions 

To fill the research gap on the requirements and implementation of 
chatbots, we identified aspects which require consideration while 
developing a chatbot. Therefore, 15 experts in this field, who had 
already been involved in chatbot implementations, shared their exper-
tise in semi-structured interviews. Contributing to the knowledge on 
chatbot implementation, we developed the user-oriented PACT imple-
mentation framework by Benyon (2005, 2014). Our framework com-
prises 101 questions for the development of a user-oriented chatbot 
implementation using the results from conducted interviews as well as 
from literature. We evaluated this framework in a three-step evaluation 
process by conducting interviews as well as an FGD. The findings from 
our research provide a comprehensive understanding of how the suc-
cessful introduction of chatbots can take place. Our results can help 
practitioners to keep track of the relevant issues throughout the chatbot 
implementation process as well as guide academic researchers in gath-
ering design knowledge as a basis for further research. 
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Appendix 

A1. Illustrative Category System Formation Procedure 

As described by Mayring (2015), qualitative content analysis is a systematic method used by researchers to generate a conceptual understanding by 
analyzing the content of the text components embedded in the data material derived from, for example, narrative or semi-structure interviews. The 
target of this qualitative analysis method is segmenting the text components of the primary data into analysis units (i.e., coding, context and evaluation 
units) as well as the allocation of these analysis units into categories (Mayring, 2015). The coding units are the smallest text components that may be 
evaluated and classified under a category. The systematic process used to analyze the primary data obtained through our semi-structured expert 
interviews can be divided into three feedback loops or stages where the data material is assigned to categories. To gain an initial understanding of the 
data material’s content, we collected primary data through inductive analysis using extraction via the open coding of an initial set of 54 coding units 
related to more than 1000 segment quotes of the verbatim interview transcripts (Myers, 2020) resulting in the first stage. The open coding units were 
induced by words used by the interviewees and therefore reflect the substantive nature of the interviewees’ statements (e.g., response speed, standard 
features, limits to technology, human-like performance). In the second stage, to increase the level of abstraction, the previously identified codes were 
sub-grouped into 18 second-order inductive categories (context units), e.g., environmental context conditions, organizational context conditions, 
strategical causal conditions, operational causal conditions, positive effects, and negative outcomes (Myers, 2020). In the third stage, to reduce the 
data material into essential content and achieve a deeper insight into the pattern regularities of the primary data, the sub-categories identified through 
inductive category formation were subsumed into the five main deductive categories (evaluation units): (i) context conditions, (ii) causal conditions, 
(iii) intervening conditions (e.g., variables limiting the causal conditions), (iv) routine or strategic actions and/or interactions, and (v) consequences 
(Corbin and Strauss, 2015). Within the text analysis, the categories developed through deduction were assigned to the text passages. After performing 
the category formation stages, the code list was extended to include a total of 77 codes. With the help of this category system, we have determined 
when a text passage can be assigned to each category. Appendix A1 provides an illustrative overview of the category formation. A detailed repre-
sentation of the procedure and the categories formed in each stage is provided in Appendix A2. The summarized results of the coding process can be 
seen in Appendix A3.   

Exemplary interview statements Stage 1: Coding 
units 

State 2: Context units 
(subcategories) 

Stage 3: Evaluation units 
(main categories) 

“(…) There must be no delays in providing the information. The response must not take too long1. 
The speed must be approximately the same as the human speed, which should be seen as the 
lower limit2. Under no circumstances should it be slower2. The chatbot should be able to use the 
amount of information necessary to make qualitative judgements. It must be a stable channel 
and must not suddenly break off3. These are the same requirements I would have for a human 
being. A person must be competent, understand as quickly as possible what the customer wants, 
make adequate suggestions, be able to react to these suggestions, be able to provide the 
necessary information on them or find the knowledge from databases very quickly and not 
break off4 (…)” 

Response speed 
Standard features 
Limits to 
technology 
Human-like 
performance  

Technology-related 
intervening conditions 

Intervening conditions   

A2. Category Formation Procedure  

Stage 1: Coding units State 2: Context units (subcategories) Stage 3: Evaluation units (main 
categories) 

Competitive pressure 
Data protection regulations 
Diffusion of new technologies  

Available expert knowledge 
Budget constraints 
Customer-oriented improvements 
Top-level manager’s attitude 

Environmental context conditions 
Organizational context conditions 

Context conditions 

Business competition 
Digital transformation process 
Potential benefits 
Technology acceptance  

Suitable application areas 
Use case driven design  

Strategical causal conditions 
Operational causal conditions 

Causal conditions 

Intern chatbot user 
Stakeholder support level 
Target group 
User acceptance 
Deciding factors 
Economic viability 

People-related intervening conditions 
Activity-related intervening conditions 
Context-related intervening conditions 
Technology-related intervening conditions  

Intervening conditions 

(continued on next page) 
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(continued ) 

Technical feasibility  

Ethical implications 
Legal aspects  

Cost 
Economic viability 
Human-like performance 
Implementation boundary conditions (e.g., level of technical 
documentation) 
Implementation time 
Limits of technology 
Pace of technology change 
Prototype tools 
Response speed 
Standard features 
Transparency in HCI 

Employee/user participation 
HCI expert support 
IT security 
Pace of technology change 
Business case (cost-benefit analysis) 
Definition of application context 
Stakeholders 
Chatbot characteristics 
Hybrid model 
Platform determination 
Dialogue tree 
Flowchart generation 
Practical/performance test (proof of concept) 
Group-specific acceptance test 
In-house testing 
Measuring added value (KPIs) 
Chatbot maintenance 

Preliminary considerations 
Use case determination 
Definition of chatbot characteristics 
Dialogue tree construction, content development, 
training 
Prototype development 
Acceptance testing 
Measuring added value 
Post-implementation 

Routine or strategic actions/interactions 

Customer value added 
Socially acceptable alternative  

Chatbot failure 
Internal resistance 

Positive effects 
Negative outcomes 

Consequences  

A3. Chatbot Implementation Process Conditions
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A4. Interview Guide 
Entrance questions.  

• Can you please present yourself (age, profession, industrial sector, number of employees)?   

• How long have you been dealing with chatbots?   

• What is your role (job title and responsibilities) in the chatbot implementation?   

• What was your last chatbot implementation project? What type of chatbot is it? (name, purpose, target group, type of development, platform)   

• Are your customers more likely to have a use case first by wanting a chatbot as a solution or did you want to install a chatbot as a new 
communication technology in your company and then searched for a use case? 

Key questions.  

• What do you think is the first question to consider before implementing a chatbot?   

• How do the requirements analysis and definition of a chatbot work?  
○ To what extent does the target group play a role? How are future users involved?  
○ How do you define the tasks and purpose of the chatbot?  
○ To what extent do you consider the environment in which the chatbot will be used?  
○ How are the technical functionalities determined? Are there any choices? Are the target group and content determined first or are the definitions 

of the functions considered in isolation?  
○ In which order are the different aspects in the decision-making process considered?  
○ Which areas are also considered?  
○ Which challenges arise?   

• How do you proceed after the requirements analysis and definition?  
○ Is there a previously defined procedure?   

• How do you measure the success of the chatbot?  
○ Which key performance indicators (KPIs) do you use?   

• When do you think the introduction phase is finished?  
○ In your opinion, what are the three biggest challenges facing the introduction of a chatbot? 

[The following questions were further asked in Interview Iteration 2:] 

Evaluation.  

• How do you evaluate the designed chatbot introduction model?   

• How do you evaluate the outline of 8 steps?   

• Are you missing steps or should something be summarized?   

• What is your opinion about the formulation of questions instead of key points?   

• How well can a guideline be applied to the introduction of individual chatbots?   

• Are there any other areas that should be covered additionally? 
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A5 Model Excerpt  
Steps People Activity Context Technology 

I Preliminary 
considerations 

(IP2) What type of communication 
technologies do the users use on a 
regular basis? 

(IA1) What are the most 
repetitive/monotonous 
activities from a user 
viewpoint? 

(IC1) In which area or business context 
do users present more (special) 
difficulties/problems? (e.g., customer 
service context)  

II Use case determination (IIP3) Which target group 
segments perceive added value in 
the potential use of a chatbot? 

(IIA4) Does the activity require 
historical user information to 
be accomplished?  

(IIT3) What type of 
platform integration is 
needed? 

III Definition of chatbot 
characteristics    

(IIIT4) How should the user 
interface (UI) look from the 
user’s viewpoint? 

IV Dialogue tree 
construction, content 
development, training 

(IVA4) Are there previous 
dialogues trees that can be used as a 
base?   

(IVT1) Which data are 
usable? 

V Prototype development 
VI Acceptance testing  (VIA1) What questions do users 

have?   
VII Measuring added value   (VIIC1) Does the context in which the 

chatbot is used still fit the chatbot? 
(VIIT1) How often is the 
chatbot used as an offer? 

VIII Post-implementation   (VIIIC1) Does the context in which the 
chatbot is used still fit the chatbot?   

A6. Focus Group Questionnaire 
How do you assess the division into 8 steps?  

Are there any steps missing?   

Should any steps be deleted?   

Should any steps be combined?    

Are all relevant questions listed?  

Are any relevant questions missing?   

Should any questions be left out?   

Can any questions be summarized?    

Are the questions correctly classified?  

Old position New position 
Step Element Step Element              

What are the possible application areas?     
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How can the guide be applied to individual chatbot implementation?     

Do you prefer the formulation of questions or key points?   

Questions  Key points  

What are some other issues and opportunities for improvement?     

A7 Practical and Theoretical Foundations of the PACT Implementation Framework  

Steps PACT- 
Elements 

PACT- 
Item 

Practical / Theoretical Base 

(I) Preliminary Considerations People (IP1) Exp5; Exp11; Exp13; Exp15 
(IP2) Exp13; Exp14 

Activity (IA1) Exp05; Exp06; Exp12 
(IA2) Exp04; Exp14 
(IA3) Exp12 

Context (IC1) Exp04; Exp11; Exp13; Exp15 
(IC2) Exp11; Exp12; Exp14; Exp15 
(IC3) Exp12 
(IC4) Exp10; Følstad and Brandtzæg 2017; Nili et al. 2019 

Technology (IT1) Exp06; Exp11; Exp13; Exp14; Exp15; Brown and Brown 2019; Kane et al. 2015; Ross et al. 2016; Zumstein and 
Hundertmark 2018 

(IT2) Laumer et al. 2019; Castro et al. 2018; Nili et al. 2019; Rodríguez Cardona et al. 2019 
(II) Use case determination People (IIP1) Exp02; Exp06; Exp12; Exp15 

(IIP2) Exp06; Exp11; Exp15 
(IIP3) Exp13; Exp14 
(IIP4) Brandtzaeg and Følstad 2018 
(IIP5) Exp06; Exp11; Exp15 
(IIP6) Exp12 

Activity (IIA1) Exp11 
(IIA2) Exp04; Exp11; Brandtzaeg and Følstad 2017; 2018; Følstad and Brandtzaeg 2020; Følstad and Skjuve 2019b; 

Zamora 2017 
(IIA3) Exp14; Exp15 
(IIA4) Exp04; Exp12; Følstad et al. 2019a 

Context (IIC1) Exp7; Exp11; Exp13; Exp15; Sjöström et al. 2019 
(IIC2) Exp13; Zamora 2017; Brandtzaeg and Følstad 2017; Knote et al. 2018; Piccolo et al. 2018; Diederich et al. 2019a; 

Rodríguez Cardona et al. 2019; Følstad and Skjuve 2019a; Janssen et al. 2020 
(IIC3) Exp13; Meyer von Wolff et al. 2019b 
(IIC4) Exp11; Exp12; Exp15 
(IIC5) Exp11; Exp15 
(IIC6) Exp12; Exp15 
(IIC7) Exp13; Exp14 

Technology (IIT1) Exp4; Exp6; Exp13 
(IIT2) Exp06; Exp11 
(IIT3) Exp13; Exp15; Diederich et al. 2019b 
(IIT4) Exp6; Exp14 
(IIT5) Exp9; Exp15 
(IIT6) Exp09 
(IIT7) Exp15 

(III) Definition of Chatbot 
Characteristics 

People (IIIP1) Exp11 
(IIIP2) Exp11; Knote et al. 2018 
(IIIP3) Exp14; Nguyen and Sidorova 2018 
(IIIP4) Exp14 
(IIIP5) Exp10; Exp13 
(IIIP6) Exp11 

Activity (IIIA1) Exp06; Exp13; Exp14 
(IIIA2) Exp14; Følstad et al. 2019a 
(IIIA3) Exp14; Exp10; Følstad et al. 2019a; Tavanapour and Bittner 2018 
(IIIA4) Exp14; Exp10; Bittner et al. 2019; Jain et al. 2018; Janssen et al. 2020 
(IIIA5) Exp14 
(IIIA6) Exp11; Exp15 
(IIIA7) Exp10; Exp13 

Context (IIIC1) Exp14 

(continued on next page) 
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(continued ) 

Steps PACT- 
Elements 

PACT- 
Item 

Practical / Theoretical Base 

(IIIC2) Exp15 
(IIIC3) Exp14 
(IIIC4) Exp09 

Technology (IIIT1) Exp6; Exp13 
(IIIT2) Exp12; Knote et al. 2018 
(IIIT3) Exp11; Exp13; Exp14; Di Prospero et al. 2017; Knote et al. 2018; Suta et al. 2020 
(IIIT4) Exp14; Diederich et al. 2019b; Erekata et al. 2020 
(IIIT5) Exp04; Exp06; Exp11; Exp13; Exp15 
(IIIT6) Exp11 
(IIIT7) Exp12 
(IIIT8) Exp13 
(IIIT9) Exp9; Exp10; Exp11; Exp12; Exp14; Exp15 
(IIIT10) Exp12; Exp15 

(IV) Dialogue Tree 
Construction,  
Content Development, 
Training 

People (IVP1) Exp11; Tavanapour and Bittner 2018 
(IVP2) Exp14; Feine et al. 2019; Tavanapour and Bittner 2018 
(IVP3) Exp10; Exp11; Exp13 
(IVP4) Exp06; Exp12; Exp14 
(IVP5) Exp13 

Activity (IVA1) Exp4; Exp14; Exp15 
(IVA2) Exp12 
(IVA3) Exp06; Exp14 
(IVA4) Exp06 
(IVA5) Exp13 

Context (IVC1) Exp15; Jain et al. 2018 
(IVC2) Feine et al. 2019 
(IVC3) Exp11; Jain et al. 2018 
(IVC4) Exp12 

Technology (IVT1) Exp06; Exp11; Exp12; Exp14; Exp15 
(IVT2) Exp06; Exp11; Exp14 
(IVT3) Exp13; Exp15 
(IVT4) Exp13; Exp15 

(VI) Acceptance Testing People (VIP1) Exp03; Exp11; Exp14 
(VIP2) Exp11 

Activity (VIA1) Exp05; Exp12 
(VIA2) Exp04; Exp11; Exp15 

Technology (VIT1) Exp11; Exp14; Bittner et al. 2019; Knote et al. 2018 
(VII) Measuring Added Value People (VIIP1) Exp6; Exp11; Exp15 

(VIIP2) Exp6; Exp11; Exp13 
Activity (VIIA1) Exp03; Exp13; Jain et al. 2018 

(VIIA2) Exp04; Exp15 
Context (VIIC1) Exp13; Exp14; Jain et al. 2018 
Technology (VIIT1) Exp06; Exp11; Exp12; Exp13; Exp15; Przegalinska et al. 2019 

(VIIT2) Exp12; Exp13; Jain et al. 2018 
(VIII) Post-implementation People (VIIIP1) Exp15 

Activity (VIIIA1) Exp15; Jain et al. 2018 
(VIIIA2) Exp12; Jain et al. 2018 

Context (VIIIC1) Exp1; Exp13 
(VIIIC2) Exp11 
(VIIIC3) Exp12 

Technology (VIIIT1) Exp04; Exp13; Exp14 
(VIIIT2) Exp12  

Note: Exp = Expert 
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