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Abstract 
Artificial Intelligence (AI)'s impact on societies is 

positive and negative. Human well-being, self-

actualization, human agency, and social cohesion come 

with challenges of overuse, underuse, and misuse of AI 

systems and social anxiety, ignorance, or erroneous 

data. An implementation of AI Ethics is expected to 

address these challenges. Literature includes general or 

specific guidelines for ethical AI, but country-, region-, 

and culture-specific categorizations are limited. We 

derive ethical AI key topics (KTs), design requirements 

(DRs), and design principles (DPs). We apply text 

mining and topic modeling analysis in a Design Science 

Research (DSR)-oriented approach. From 187 scientific 

publications, we deduce four KTs, 13 DRs, and 15 DPs. 

We identify four regions, countries, and cultures and 

apply cultural dimensions to assign a prioritization of 

the DPs. This ranking enables ethical AI realizations in 

different regions, countries, and cultures. 

 

Keywords: Ethical AI, Cultural Dimensions, Design 

Principles, Design Science Research. 

 

1. Introduction  

AI system usage and AI research have increased. 

Scientists, professionals, companies, and others use AI 

systems for, e.g., predictions, autonomous decision-

making, or decision support (Carter et al., 2020; Yu et 

al., 2018). Advanced AI systems are applied in various 

areas and often are assisted or supervised by humans 

(Bankins & Formosa, 2023; Dolganova, 2021). AI 

system usage impacts positive and negative societies 

(Paraman & Anamalah, 2023; Mikalef et al., 2022; 

Mirbabaie et al., 2022; Floridi & Cowls, 2019). Positive 

impacts are human agency, technological advancement 

for human well-being, self-actualization of individuals 

and groups, and societal cohesion. Negative impacts are 

overuse, underuse, or misuse of AI systems and induce 

fear, ignorance, misplaced concerns, and excessive 

societal reactions (Floridi & Cowls, 2019). Ethical AI 

ensures societal benefits and avoids misuse or underuse 

of these systems (Floridi et al., 2018). Incorporating 

ethical guidelines and principles into AI systems 

increases AI's fairness and responsibility (Paraman & 

Anamalah, 2023; Zhang et al., 2023; Arrieta et al., 

2020). The benefits of ethical AI can be described by a 

society's usage, acceptance, and recognition of new 

opportunities (Paraman & Anamalah, 2023; Floridi & 

Cowls, 2019; Yu et al., 2018). Society's acceptance and 

adoption are prerequisites for AI systems (Paraman & 

Anamalah, 2023; Floridi & Cowls, 2019). Mikalef et al. 

(2022) address a potential loss of control of autonomies. 

Mirbabaie et al. (2022) address a conflict between AI 

and Ethics. This conflict comprises big data, AI 

autonomy, and protecting the rights of individuals and 

autonomies (Mirbabaie et al., 2022). Some scientists 

address ethical principles for AI systems (e.g., Bankins 

& Formosa, 2023; Nguyen et al., 2023; Paraman & 

Anamalah, 2023; Prem, 2023; Mikalef et al., 2022; 

Ryan & Stahl, 2021; Hagendorff, 2020; Peters et al., 

2020; Floridi, 2019; Floridi & Cowls, 2019; Jobin et al., 

2019; Yu et al., 2018). This research must be joined with 

guidelines and principles to address society's fear and 

upgrade the growing research (Bankins & Formosa, 

2023; Seo & Thorson, 2023; Mirbabaie et al., 2022; 

Ryan & Stahl, 2021; Jobin et al., 2019; Yu et al., 2018).  

We consider different regions, countries, and 

cultures and reinforce cultural relevance, diversity, and 

social inclusion. We use cultural dimensions for region, 

country, and culture selection according to Hofstede 

(2023; 2010) and consider the USA, Western Europe, 

China, and India as important for ethical AI 

investigation. We follow the DSR-oriented approach 

inspired by Vom Brocke et al. (2020) and Hevner & 

Chatterjee (2010). DSR is characterized by the 

flexibility to constantly change literature, a practice- and 

solution-oriented view, and innovation potential. DSR 

provides a practical and application-oriented approach 

to develop ethical AI systems that follow ethical 

principles and address the requirements and values of 

concerned stakeholders. By deriving DPs, the gap 

between ethical theory and practical implementation can 
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be closed (Hevner & Chatterjee, 2010). Developing our 

design guidelines and principles addresses efficiency, 

consistency, aesthetics, and ethical standards for AI 

systems (Hevner & Chatterjee, 2010). We use text 

mining and topic modeling to identify patterns and 

trends in literature, improve research results, and detect 

hidden information (Gerlach et al., 2022; Tong & 

Zhang, 2016). For our literature review, we follow Vom 

Brocke et al. (2015), Webster & Watson (2002), and 

Watson & Webster (2020). We develop a design artifact 

as design guidelines and principles for ethical AI. We 

derive ethical guidelines and principles from literature 

and assign them to the selected regions, countries, and 

cultures. We address the research questions (RQs): 

RQ1: How ethical AI perspectives can be deduced 

with cultural dimensions for different regions, countries, 

and cultures? 

RQ2: How design guidelines and principles can be 

developed, and how do they relate to different regions, 

countries, and cultures?  

We consider the cultural dimensions and discuss the 

relevance of ethical AI. We follow a nine-step DSR. We 

identify KTs through topic modeling and text mining 

following a literature analysis. We deduce DRs through 

KTs and design guidelines and principles. We prioritize 

our DPs concerning regions, countries, and cultures. We 

adjust our results through three expert interviews. After 

an adaptation of our results and findings, we discuss 

implications and recommendations for theory and 

practice and present a further research agenda.  

2. Theoretical Background 

Ethical AI has no unified definition and depends on 

the definition of AI. Ryan & Stahl (2021) describe the 

property of an AI system to fully and correctly interpret 

datasets and learn and gain knowledge from data. 

Schrader & Ghosh (2018) consider AI as a complex 

system designed to train, learn, and think like humans. 

The ability of AI to emulate human decision-making can 

increase productivity but leads to security and ethical 

issues. This increases the attack surface for hackers by, 

e.g., encoding human biases and errors in AI systems 

(Berente et al., 2021). Ethical AI addresses challenges 

in privacy, bias, denial of autonomy, discrimination, 

transparency, uncertainty, and misuse of AI systems 

(Bankins & Formosa, 2023; Paraman & Anamalah, 

2023; Yu et al., 2018). Ethical considerations must 

address society's fears of AI risks (Paraman & 

Anamalah, 2023; Yu et al., 2018). Ethics describes a 

philosophical discipline and science of human moral 

behavior that deals with values and norms (Schrader & 

Ghosh, 2018). Moral concerns concrete and factual 

behaviors, groups, or individuals. Ethics and morals 

establish ethical laws, foundations, and prohibitions in 

regions, countries, and cultures. Ethics and morals are 

independent of the AI description. However, they must 

be observed for the AI and its acceptance and success 
(AI, 2019). The description of ethical AI is using AI 

systems strictly obeying ethical principles and values 

(e.g., Schrader & Ghosh, 2018; Yu et al., 2018). The 

purpose is to ensure the development, implementation, 

and usage of AI systems that comply with ethical 

standards and positively impact individuals, societies, 

and the environment (Paraman & Anamalah, 2023; 

Mirbabaie et al., 2022; Schrader & Ghosh, 2018). Vallor 

(2016) highlights the relevance of ethical virtues in 

using technologies and develops aspects of the interplay 

of virtues and technologies, technological virtues, 

practices, environmental Ethics, and education. We 

refer to virtues and technologies and technological 

education. Various ethical considerations on AI can be 

identified in the literature (e.g., Mikalef et al., 2022; 

Ryan & Stahl, 2021; Hagendorff, 2020). Seo & Thorson 

(2022) note that ethical regulations are not static but 

flexible and need to be adapted or revised. The listed 

publications do not consider countries on which the 

results of principles for ethical AI are based. Some 

studies relate to normative Ethics due to responsibility, 

value-based orientation, avoidance of negative impacts, 

legal and political regulations, and social acceptance 

(e.g., Mirbabaie et al., 2022; Schrader & Ghosh, 2018; 

Yu et al., 2018). We follow normative Ethics because of 

the stated goals of ethical AI. Normative Ethics 

comprises different theories, as reflected in our 

country's selection (Schrader & Ghosh, 2018). We apply 

Hofstede's (2023; 2010) cultural dimensions to generate 

cultural differences in values, attitudes, and behaviors. 

Table 1. Selected regions, countries, and cultures based on cultural dimensions, ethical theories, and population 
*Average *2Cumulated 

 Cultural dimensions    

Country PDI IDV MAS UAI LTO Essential ethical theories Population  References 

China 80 20 66 30 87 Confucianism 1430 Mio. Roberts et al. (2022); Wu et al., (2020); 

Feldmann et al. (1999) 

India 77 48 56 40 51 Hinduismus, Sikhismus 

Buddhismus, Jainismus,  

1420 Mio. Chatterjee & NS (2022); Marda (2018); 

Kalyanakrishnan et al. (2018)  

USA 40 91 62 46 26 Utilitarism 340 Mio. Joh (2022); Mancilla et al. (2022); Pesapane et 

al. (2018) 

Western 

Europe 

43* 65* 54* 69* 59* Deontology 390*2 Mio. Roberts et al. (2022); Stahl et al. (2022); 

Pesapane et al. (2018) 
 

Page 6849



Thus, we address RQ1. Hofstede (2023; 2010) defines 

five cultural dimensions. The power distance index 

(PDI) describes the extent of power relations in a culture 

(a high imbalance in the distribution of power means 

high power distance). The cultural dimension of 

individualism (IDV) describes the extent to which an 

individual's interests are subordinate (collectivism) or 

superior (individualism) in the group. Masculinity 

(MAS) describes the allocation of tasks within the 

culture. The uncertainty avoidance index (UAI) defines 

the handling of unknown dimensions, and long-term 

orientation (LTO) is directed toward short-term or long-

term success (Hofstede, 2023; 2010). Our selection by 

cultural dimensions involves China, India, the USA, and 

Western Europe. Our decision was supported by the 

population size of each country and their technological  

progress in AI. We consider Western Europe as a region 

because these countries develop technological standards 

in cooperation. Standards on ethical AI within the 

countries relate to each other and are considered best 

practices. India and China have a high level of power. 

Power and authority are distributed from the top down 

in China and India. There is a division between power 

holders and society in China, so society's interest is not 

considered directly. Low hierarchies are pursued in 

Western Europe and the USA, and societal equality is 

strived for. Another difference is individualism in the 

USA and Western Europe, where freedom and personal 

responsibility are pursued, and collectivism in India and 

China. The four selected regions, countries, and cultures 

are leaders in (global) technology and AI development 

and have different legal frameworks. The laws and 

regulations related to Ethics and AI identify different 

approaches and procedures. Table 1 presents the 

regions, countries, and cultures with Hofstede’s scores, 

ethical theories, approximate population size, and 

sample references. Western Europe is an average 

(rounded) of Austria, Belgium, France, Germany, 

Ireland, Italy, Luxembourg, Netherlands, Portugal, 

Switzerland, Spain, and the United Kingdom (Ford & 

Jennings, 2020); see online Appendix A. The population 

size of regions, countries, and cultures is based on 2022. 

We cumulated the population size for Western Europe 

for each western country (Eurostat, 2023). The 

population size for China, India, and the USA is based 

on data from the United Nations (2022). Values for the 

cultural dimensions were calculated using Hofstede 

(2023). The ethical theories were not discussed. 

3. Research Design 

3.1. Design Science Research 

To address RQ2, we apply the DSR framework 

based on Vom Brocke et al. (2020) and Hevner & 

Chatterjee (2010). We also follow the DSR scheme from 

Gregor et al. (2020). These DSR approaches focus on 

generating new knowledge in artifacts and solving real-

world problems. The application and problem-oriented 

DSR approach can analyze changing issues and consider 

the state of literature and research. Optimizing the 

artifact and providing an understanding of the topic, the 

DSR approach creates an artifact to solve research 

challenges with accompanying analysis. DSR comprises 

iterative development by continuously adapting and 

improving the design artifact (Hevner & Chatterjee, 

2010). It is possible to engage stakeholders and integrate 

theory and practice in developing and evaluating the 

artifact (Vom Brocke et al., 2020). We use text mining 

and topic modeling analysis to identify patterns and 

trends in literature and improve objective research 

results. A machine learning (ML) text mining tool 

extracts knowledge, reviews literature, and reveals hard-

to-detect information (Tong & Zhang, 2016). Based on 

the clusters, we identify KTs, derive requirements from 

the KTs, and sort them by relevance to obtain DRs. We 

deduce DPs from the literature dataset and combine 

them with DRs. DRs are concrete requirements and 

specifications of the artifact's performances, properties, 

and functions (Gregor & Hevner, 2013). DPs provide to 

deal with DRs. This facilitates the clarity, 

transferability, and readability of DRs and DPs (Gerlach 

et al., 2022). We contribute our DSR artifact to level 2 

(nascent design theory) according to the DSR 

description of Gregor & Hevner (2013). This implies 

 
Figure 1. Research design inspired by Vom Brocke et al. (2020) and Hevner & Chatterjee (2010) 
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proposing more general artifacts, such as methods or 

DPs (Gregor & Hevner, 2013). Our artifact is formed by 

DPs considering user activities for ethical AI. DPs 

provide general guidelines to guide the design in a given 

direction and achieve quality (Gregor & Hevner, 2013).  

The structure and progression of our research design 

are highlighted in Figure 1. Introduction and theoretical 

background define the problem formulation (step 1; 

relevance cycle). For step 2 (rigor cycle), we conduct a 

literature search and use a text mining tool to cluster and 

form KTs. In step 3 (rigor cycle), we identify initial 

requirements from our literature dataset. We derive DRs 

based on the initial requirements in step 4 (design 

cycle). We deduct DPs about our DRs in step 5 (design 

cycle). In step 6 (design cycle), we adjust the DRs and 

DPs by expert interviews. We assign the DPs to regions, 

countries, and cultures (step 7; relevance and design 

cycle). Our results will be discussed in step 8 (rigor 

cycle). We develop contributions for theory and practice 

and a further research agenda (step 9; rigor cycle). 

 3.2. Building a Knowledge Base 

We follow the literature analysis inspired by Vom 

Brocke et al. (2015), Watson & Webster (2020), and 

Webster & Watson (2002). The literature review relates 

its advantages to summarizing the state of knowledge, 

identifying research gaps, and assessing the research 

quality (Vom Brocke et al., 2015). We perform a 

keyword-based search in SpringerLink, Web of Science, 

Elsevier, AIS Electronic Library, IEEE Explore, and 

ACM databases using the search string: "ethical AI" OR 

"ethical artificial intelligence" AND "guideline" OR 

"principle" OR "solution" during the period from 

January 2017 to May 2023. The keyword-based search 

identifies the timeliness of publications, emphasizes 

relevance and efficiency, and results in a comprehensive 

search. Disadvantages of this search include irrelevant 

results and limited coverage and contextualization 

(Watson & Webster, 2020; Vom Brocke et al., 2015). 

Therefore, we continue the literature search. After 

reviewing titles and abstracts, 193 papers were selected. 

We analyzed the full text and excluded 24 papers. 

Following Watson & Webster (2020) and Webster & 

Watson (2002), we added 23 papers in backward, 

forward, author, and Google Scholar similarity 

searches. The selection of literature was dependent on 

the added value of a paper (contribution), the quality of 

the journal or conference, i.e., white papers are not 

included, impact factors, argumentation and novelty of 

research results and findings, and citations, e.g., on 

Google Scholar and Scopus. Five papers were excluded 

after review. We included 187 papers in our final 

dataset. This dataset is used for our topic modeling and 

text mining analyses with the Python-based text mining 

tool Orange, proposed by Demšar et al. (2013). Our 

selection of the top-down method allows us to identify 

clusters from the dataset and interpret them as KTs. We 

adapted the text mining and topic modeling approach of 

Gerlach et al. (2022). First, we cleaned the data by 

deleting, e.g., titles, references. In the second step, the 

data are preprocessed by, e.g., removing punctuation 

marks, and then creating a keyword list with the most 

irrelevant words, e.g., the, and. Then, we created a word 

cloud to identify the most frequently used words. In step 

4, we transformed the dataset by hierarchical clustering. 

Four clusters were identified. In step 5, we applied the 

topic modeling approach of Tong & Zhang (2016) to 

form four datasets that can be identified as KTs. The 

KTs have the advantage of revealing research gaps in 

the clusters (Gerlach et al., 2022; Tong & Zhang, 2016). 

4. Results and Findings 

4.1. Key Topics 

KT1 focuses on human thinking, acting, and 

designing AI to be ethical (38 publications). In these 

publications, users conduct surveys, making the results 

user-oriented. This provides a view of the requirements 

of ethical AI from users and their needs. KT2 includes 

developing AI systems with ethical considerations (42 

publications). This implies a technological perspective 

and provides requirements from the developer's point of 

view. Cluster 3 (45 publications) describes guidelines 

for ethical AI from different countries. These principles 

are defined by the state or by authors who derived their 

principles from the perspective of a country. We use 

KT3 to identify priorities of the selected regions, 

countries, and cultures. KT4 deals with general 

requirements of ethical AI (40 publications). The 

graphic in the online Appendix B presents the top ten 

words from each KT on the vertical axis. The horizontal 

axis highlights the ratio of words, which varies across 

clusters based on the distributions of contributions. 

4.2. Design Requirements 

We analyzed the KTs and searched for existing 

requirements for the design of ethical AI. The 

requirements were sorted based on their relevance by, 

e.g., multiple nouns, and then included as a DR. DR1 

requires to support humans without replacing them. 

Ethical AI facilitates the execution of decisions and 

resultant experiences without replacing humans. Ethical 

AI needs the acceptance of humans in decision support 

(Bankins & Formosa, 2023; Ghotbi et al., 2022; 

Dolganova, 2021). DR2 requires AI systems to be 

technically robust and secure. Ethical AI must work 
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based on user expectations and not be a security risk. 

Ethical systems must be able to protect data (Currie et 

al., 2020; Gerke et al., 2020). Data protection is a key 

requirement for AI systems (DR3). Sensitive data 

affects the personal data of individuals. Data must not 

be disclosed to third parties to ensure that trust in AI 

systems is not compromised. Ethical AI must handle 

data responsibly (Nguyen et al., 2023; Kaur et al., 2022; 

Gerke et al., 2020). DR4 requires transparency in AI 

systems, decisions, and actions. Users must know how 

the system works and what expectations they can have. 

Transparency is important to identify damage caused by 

an attack and leads to trustworthiness and 

comprehension of ethical AI (Kaur et al., 2022; Green, 

2018). Fairness, diversity, and non-discrimination are 

expected from DR5. Exclusion of an individual or group 

based on inborn or learned characteristics and factors 

that do not influence the decision must not occur 

(Paraman & Anamalah, 2023; Zhang et al., 2023; 

Dolganova, 2021; Currie et al., 2020). DR6 requires 

assurance of economic and social well-being. Ethical AI 

must benefit people and society and add value. 

Integrating ethical AI into society is relevant for the next 

generations to have less fear and a responsible 

awareness of AI usage (Paraman & Anamalah, 2023; 

Chao, 2019; Green, 2018). DR7 calls for awareness and 

encourages children and young people to use and build 

ethical AI. Their education can eliminate ethical doubt 

and promote attitudes toward AI (Ghotbi et al., 2022; 

Forsyth et al., 2021; Leimanis & Palkova, 2021). 

Including human emotions in models and data for 

ethical AI algorithms is necessary (DR8). Human-

centered models facilitate ethical decision-making and 

the resolution of challenges in practice (Ho & Wang, 

2021; Buenfil et al., 2019). DR9 states that ethical AI 

should increase quality and be trustworthy. Quality 

refers to data that must be of high quality for analysis 

(Peters et al., 2020; Steimers & Bömer, 2021). DR10 

calls to filter disinformation that causes or seeks harm. 

Disinformation increases as technological advances; 

ethical AI can assist in its detection and prevention 

(Lange & Lechterman, 2021). DR11 calls for avoiding 

data bias, e.g., caused by training datasets. Bias leads to 

exploitative, discriminative, and unethical decisions 

(Paraman & Anamalah, 2023; Naik et al., 2022; Carter 

et al., 2020; Mujtaba & Mahapatra, 2019). DR12 calls 

for ethical AI not to harm anyone and to avoid harm in 

its development, deployment, and usage (Kaur et al., 

2022; Leimanis & Palkova, 2021). 

4.3. Design Principles 

Based on the KTs and DRs, we derived DPs. DP1 

proposes AI systems based on human supervision and 

action. The user must be aware of the risks and 

limitations of an AI system, while an AI system must be 

designed to meet the users' requirements. Based on 

accelerated decision-making, existing staff can manage, 

learn how to use and handle AI systems (Bankins & 

Formosa, 2023; Dolganova, 2021; Carter et al., 2020). 

DP2 is concerned with structured behavior during 

cyberattacks. An AI system needs to be resilient and 

recover from attacks that result in damage, remain fully 

functional, and not cause harm to a person. Results must 

be able to be reproduced (Kaur et al., 2022; Steimers & 

Bömer, 2021). In consideration of the General Data 

Protection Regulation (GDPR) (DP3) is important in 

data protection and building human trust in AI systems. 

This can be used to maintain data quality and integrity 

and thus protect data. Systems should integrate and act 

to GDPR (Kaur et al., 2022; Meske & Bunde, 2021). 

DP4 describes the need for a sufficient comprehension 

of the performance and limitations of ethical AI. Users 

must know the information used to propose or reject a 

decision to avoid discrimination or bias. Training and 

engagement with AI systems are necessary (Paraman & 

Anamalah, 2023; Kaur et al., 2022; Nwafor, 2021). 

Access and sufficient availability in all parts of society 

are DP5 solutions. Conditions of access and availability 

are important to establish equality. The consideration of 

datasets in data collection of society for inclusion and 

fair treatment is needed (Paraman & Anamalah, 2023; 

Chao, 2019; Green, 2018). It is important to provide 

children, young people, and adults with access to ethical 

AI, as DP6 describes. For adults, the weakness is 

technological comprehension; for children and young 

people, the weakness is insufficient education on 

handling, using, and building AI systems. Courses or 

family members can educate adults. Children and young 

people can be informed through school. Informed 

students can evaluate hazards and risks and learn to 

handle, operate, and interact with ethical AI. Critical 

questioning is encouraged, and long-term value is added 

to sustain research in ethical AI (Ghotbi et al., 2022; 

Forsyth et al., 2021; Leimanis & Palkova, 2021; Wang 

et al., 2020). DP7 describes the establishment of risk 

management. This can be reached by developing ethical 

AI by recognizing behaviors in a programmed manner 

and classifying them as hazards (Ghotbi et al., 2022; 

Rakowski et al., 2021; Wang et al., 2020). DP8 

considers the real-time assessment of data and models. 

This increases prediction probabilities or leads to faster 

detection of attacks. Real-time evaluation can be 

achieved by constantly retrieving and analyzing data. It 

is possible to allow employees or users to control data 

and models in time, viewing a system's live current 

states (McGregor et al., 2021). As described by DP9, 

optimization considers its advantage in avoiding data 

bias. Optimization of datasets reduces and eliminates 

discriminatory and biased features (Naik et al., 2022; 
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Mujtaba & Mahapatra, 2019). DP10 envisions the 

inclusion of stakeholders such as developers, users, and 

government in the development and use of ethical AI. 

Through integration, human autonomy can be ensured 

(John-Mathews, 2022; Buenfil et al., 2019). Arrieta et 

al. (2020) divide stakeholders and their respective 

desiderata. Stakeholders' involvement can be achieved 

through questionnaires or interviews. DP11 points to 

representing ethical AI as a functional tool. It can relieve 

work and increase the well-being of workers in a 

psychological sense. Decision support saves time and 

reduces errors. An objective view is possible, reducing 

and eliminating bias (Rakowski et al., 2021; Schrader & 

Ghosh, 2018). DP12 mentions fact-checking by AI 

systems to uncover disinformation. Natural language is 

used to identify summaries of information about an 

author's ideological stances. Deep fakes must be used to 

detect fake content by analyzing the characteristics of a 

subject (Lange & Lechterman, 2021). 

4.4. Prioritization of Design Principles 

We derived DPs and categorized four identified 

regions, countries, and cultures to the DPs. We rely on 

our literature dataset, primarily KT3, and publications 

from the governments of India, China, the USA, and 

Western Europe on their AI projects. We focused on the 

descriptions of ethical AI. We assign priorities to DPs 

by region, country, and culture. Literature provides 

principles and guidelines for ethical AI that are general 

or limited to one country. Assigning priorities regarding 

DPs allows us to understand the development and focus 

of regions, countries, and cultures, see Table 2. Dark red 

stands for high priority, yellow for low, red and orange 

priorities in between. Each DP must be assigned four 

priorities, and equal priorities are excluded. For 

example, DP1 has the highest priority in Western 

Europe, the second priority in the USA, the third priority 

in India, and the last priority in China. This ranking was 

made by the selected and used literature in our study. 

For an overall evaluation, numbers were assigned to 

the prioritizations (yellow=4; orange=3; red=2; dark 

red=1) and subsequently added per country. The higher 

the value, the lower the prioritization. India has the 

lowest prioritization in our ranking (total: 58). China is 

in third place (44). Western Europe (23) and the USA 

(25) are strongly ahead, but the USA prioritizes most of 

our DPs. Robinson et al. (2020) examine the influence 

of cultural values on AI in Nordic countries under the 

cultural dimensions according to Hofstede (2023). They 

illustrate that those who use AI will be estranged if these 

people are not involved in AI implementation. Birhane 

et al. (2022) identify the weak thematization of social 

factors into ethical AI in research (DP10). Western 

Europe and the USA prioritize stakeholder integration, 

and India prioritizes stakeholder involvement. In China, 

stakeholder implementation for ethical AI is done 

equally low. China's government decides on the 

capabilities and policies of AI systems, disregarding 

societal opinions. Brendel et al. (2021) argued that 

ethical considerations are culturally shaped, and the 

importance of ethical considerations in AI systems 

should be emphasized. Due to the different cultural 

differences between the four regions, countries, and 

cultures, there are different priorities for our DPs. Based 

on our results, the connection of AI systems to the 

Internet is viewed critically in China (DP13), while 

Western Europe is less critical of the connection to the 

Internet, despite privacy policies and regulations. 

Another feature is the specification of the maximum 

required computing power (DP15). China is highly 

technology-supportive, striving for computing power. 

China prioritizes this DP more than Western Europe. 
 

Table 2. Priorities of the DPs in terms of regions, 
countries, and cultures 

DPs India China Western 

Europe 

USA 

1     

2     

3     

4     

5     

6     

7     

8     

9     

10     

11     

12     

13     

14     

15     

Sum     
 

5. Primary Adjustments 

Adjusting the usability, comprehensibility, and 

applicability of our KTs, DRs, and DPs is a relevant step 

of the DSR-oriented approach (Gregor et al., 2020; Vom 

Brocke et al., 2020). We surveyed three experts. The 

experts were surveyed in written form. Table 3 provides 

the expert (E) profiles. The experts were selected based 

on their experience. More experts were asked to provide 

a statement; however, many were unable or refused to 

provide statements. The experts work in organizations 

that advertise the implementation and use of Ethics in 

AI systems. All experts have an education in AI 

integration, technology, or programming. The country 

distribution enables a different perspective based on the 

experts' cultural and technological advances. The initial 
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KT, DRs, and DPs and their descriptions were sent to 

the experts. The experts were asked to rate the usability, 

comprehensibility, and applicability of KTs, DRs, and 

DPs. New relationships created by adjustment are 

marked with blue arrows in the Figure in the online 

Appendix C, while DRs and DPs changed or added are 

shown in a dark gray with the signature "Adjustment."  
Table 3. Expert profile 

E Description Country 

1 Inventor of SaaS Knowledge Graph that 

can analyze, infer, and chat considering 

ethical standards, rules, and norms 

United 

Kingdom 

2 Chairman of a company that ensures 

customers' AI systems operate equitably, 
ethically, and safety 

USA 

3 Chief ML Research Scientist Germany 
 

DP5 was supplemented in the call for accessibility 

and availability in all parts of society with higher 

equality (Expert 3). DP2 was expanded to include 

systems that detect and prevent unintended damage or 

malfunction (Expert 1). DP13 assumes that AI systems 

must not be connected to the Internet or other general 

relationships that allow AI systems to be hacked or 

perform offensive hacking (Expert 2, 3). DP14 limits 

intelligence implementation in AI systems to task-

related intelligence (Expert 2, 3). Necessary intelligence 

must be supplied to the system to accomplish the task. 

DP15 requires ethical AI not to receive additional 

computing power beyond performing the maximum of 

their tasks (Expert 2). DR13 describes the corrigibility 

of an ethical AI (Expert 2). The system must tolerate and 

support the programmer; it must not tamper; it must be 

able to repair safety measures; the programmer or user 

must be able to correct the system. 

6. Discussion, Recommendations, 

Limitations, and Further Research 

Regarding DR5, Expert 1 stated that "these 

requirements are subjective measures. AI or ML 

systems depend on their control source or dataset." DP9 

can support this statement. Therefore, we included 

access, availability, integration, and quality of data in 

DP9. Expert 1 highlighted the need to develop DPs 

continuously and identify trends from the literature. The 

experts acknowledge that security and protection need 

more research, encouraging companies to develop 

protection measures. Expert 2 stated that integrating 

protection measures "is only possible if we have access 

to cybersecurity and information protection experts." 

Expert 3 emphasized the value of human accountability, 

stating, "Humans must exercise judgment when using 

AI," which is consistent with our DP1 showing a 

"clearly defined scope" (Expert 3) for AI systems. We 

see the difficulties of ethical AI as a functional tool. 

Because of decision-making, explanations of functional 

tools may have the weakest denotational power and thus 

satisfy the least desiderata of stakeholders (DP10). DR5 

calls for ethical AI to act non-discriminately, fairly, and 

diversely. Bias often originates in training datasets 

(Paraman & Anamalah, 2023; Mujtaba & Mahapatra, 

2019). Teaching discriminating features to AI systems 

leads to non-ethical decisions by AI systems. Training 

datasets must avoid such a feature (DP9). It is important 

that data can be reviewed to avoid issues in data 

collection and mining (Expert 3). Another issue relates 

to DP13, as it is impossible to develop an AI system that 

is not connected to the Internet. While this protects the 

system and the data, it excludes DP8, DP9, and DP15.  

Our assignment in Table 2 ranked the prioritization 

of our DPs by regions, countries, and cultures. India is 

the least advanced despite its progressive AI 

development and ethical standards implementation. 

This can be attributed to the general conditions in India. 

China ranks third in the prioritization of our DPs. 

Weaknesses can be attributed to the area of human 

supervision (DP1) and the implementation of data 

protection (DP3). China's prioritization of DP13 is 

notable. China has developed initiatives for isolation 

with the Internet and AI systems. Western Europe 

connects most AI systems to the Internet but only uses 

the necessary intelligence in AI systems (DP14). Also 

notable in China is DP15, which deploys the maximum 

necessary computing power as the second prioritized 

country. The prioritization gap between Western Europe 

and the USA is small. This can be attributed to the 

subjective evaluation of the prioritization of our DPs.  

We developed guidelines and principles for ethical 

AI, focusing on regions, countries, and cultures. We 

included and elaborated researched principles and 

guidelines (e.g., Bankins & Formosa, 2023; Nguyen et 

al., 2023; Paraman & Anamalah, 2023; Prem, 2023; 

Mikalef et al., 2022; Ryan & Stahl, 2021; Hagendorff, 

2020; Peters et al., 2020; Floridi, 2019; Floridi & Cowls, 

2019; Jobin et al., 2019; Yu et al., 2018). Most studies 

identify principles or guidelines that address six aspects: 

transparency, robustness and security, human oversight, 

privacy, community well-being, and accountability 

(e.g., Nguyen et al., 2023; Paraman & Anamalah, 2023; 

Floridi, 2019). Some studies mentioned more principles 

and guidelines (e.g., Bankins & Formosa, 2023; Prem, 

2023; Ryan & Stahl, 2021; Jobin et al., 2019). Few 

publications identify country-specific principles and 

guidelines (e.g., Floridi & Cowls, 2019; Yu et al., 2018). 

We consider these principles and guidelines regarding 

the breadth of literature and solutions as requirements 

and add new and innovative principles. We create new 

arrows between existing results from the literature and 

our results. Hagendorff (2020) reviews guidelines and 

principles that relate to other countries. He notes that 
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only two of the identified publications in his study refer 

to cultural differences and emphases. In contrast to the 

other publications, we have been able to relate our DPs 

to four regions, countries, and cultures. We have 

expanded and received the DSR-oriented approach 

through DPs by prioritizing the DPs to four regions, 

countries, and cultures. We identified that India has the 

lowest prioritization rate. Researchers and organizations 

could fill the gap between these countries, cultures, and 

regions and derive guidelines for India or China. The 

USA and Western Europe are leading in ethical AI and 

can support India and China through ideas, research, and 

guidance. Including the literature in KTs allowed us to 

formulate specific DRs and DPs and build a structured 

research design. We created a knowledge base by 

developing a design artifact. Further research can 

expand our guidelines for implementing ethical AI. Our 

results and findings also strengthen the focus on ethical 

AI classifying and categorizing the ethical AI literature 

into KTs. We derived arrows between DRs and DPs 

limited in the literature. Our results and findings apply 

to multiple industries and sectors, e.g., energy and 

health. In contrast to other publications, e.g., 

Hagendorff (2020), we were able to guide the successful 

development and implementation of ethical AI through 

the deduced DPs. The derived DRs can be used to 

develop new solutions by researchers or organizations.  

Due to the literature review, our analysis is limited 

to subjectivity. To reduce this limitation, all authors 

considered the publications separately. The clustering 

method was performed to achieve more objectivity. 

Another limitation is the general consideration of our 

DPs. Our results need further research in specific use 

cases. RQI) "How can industry/sector-specific DPs for 

ethical AI be developed?" We had our DPs adjusted by 

three experts from three different countries. For a 

general adjustment, further experts from different 

countries must be included to validate our DPs and the 

assignment of DPs to regions, countries, and cultures. 

Another RQ is RQII) "How do experts from the USA, 

Western Europe, India, and China evaluate and adjust 

our DPs, and what prioritization of DPs do they 

suggest?" Another research gap is the lack of literature 

on principles and guidelines for ethical AI from the 

perspective of different countries. The priorities of DPs 

need to be published by the countries and investigated 

in science. RQIII) "How do design principles derive in 

different regions, countries, and cultures?" We relied on 

normative Ethics based on our RQs and our goals. Other 

results regarding country selection and categorization of 

regions, countries, and cultures might emerge when 

considering other Ethics. Other Ethics could be 

Metaethics, applied Ethics, or Ethics in design (Brendel 

et al., 2021). RQIV) "How can design principles for 

ethical AI derive when considering different Ethics?" 

7. Conclusions 

To address our RQs, we followed a nine-step DSR-

inspired approach based on Vom Brocke et al. (2020). 

We addressed RQ1 based on the cultural dimension 

according to Hofstede (2023; 2010). To address RQ2, 

we used text mining and topic modeling based on 

Gerlach et al. (2022) and Tong & Zhang (2019) and 

deduced four clusters that can be interpreted as KTs. 

Based on these and a systematic literature review, we 

derived 13 DRs and formulated 15 DPs. We adjusted 

our design artifact (DPs), surveying experts who offered 

ethical considerations in their AI systems. We have 

categorized the regions, countries, and cultures based on 

the cultural dimensions of our DPs and determined that 

the USA and Western Europe are more advanced in 

implementing and considering our DPs than India and 

China. Based on this, we discussed relationships. We 

provided a further research agenda, including RQs. 
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